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der Abgeordneten Dr. Nikolaus Scherak, MA, Kolleginnen und Kollegen
betreffend Fiir ein Recht auf Anonymitat im o6ffentlichen Raum

Die Anwendung von Gesichtserkennungssoftware durch Sicherheitsbehorden ist auf
einem rasanten globalen Vormarsch. Wie medial berichtet wurde, folgen immer mehr
Staaten der Sicherheitsstrategie Chinas, die sich durch Totaluberwachung mittels
Gesichtserkennungssoftware und massenhafter Videouberwachung auszeichnet
(orf.at, 1.2.2020). Die Grofistadte der Volksrepublik China zahlen mittlerweile zu den
am intensivsten Uuberwachten Orten der Welt - auf 1000 Einwohner kommen 100
Kameras. Die permanente o6ffentliche Gesichtserkennung ist zur Realitat geworden.
Neue Handyvertrage konnen etwa nur mehr eingegangen werden, wenn sich der
Kunde einem Gesichtsscann unterzieht - somit zwingt China alle Burger_innen zur
Registrierung ihres Gesichts (tagesspiegel.de, 5.12.2019; nzz.ch, 3.12.2019).

Zahlreiche Expert_innen, Technologieunternehmen und Politiker_innen warnen
energisch vor der Anwendung von Gesichtserkennungssoftware im oOffentlichen
Raum. So meinte etwa der Microsoft-Chefjurist Smith 6ffentlich, dass die moderne
Gesichtserkennungstechnologie die in Orwells "1984" skizzierte Welt moglich mache,
in der man sich nur mehr traut, in dunklen Hinterzimmern zu sprechen (spiegel.de,
7.12.2018). In Deutschland haben SPD, FDP und Grune vor der Anwendung von
Gesichtserkennungsoftware eindringlich gewarnt und entweder ein vollstandiges
Verbot oder eine sehr restriktive Nutzung gefordert (handelsblatt.com,
23.1.2020). Auch der deutsche Bundesdatenschutzbeauftragte hat vor der Einfuh-
rung von biometrischer Gesichtserkennung im o6ffentlichen Raum gewarnt, da diese
die Privatsphare der Burger innen gefahrde und tief in die Grundrechte eingrei-
fe (sz.de, 21.1.2020). Wie im Janner 2020 medial bekannt wurde, erwog die Europa-
ische Kommission ein generelles Verbot des Einsatzes von Gesichtserkennungs-
software von bis zu funf Jahren, um eine sorgfaltige Uberpriifung der Wirkung und
Funktionsweise dieser neuen Technologie zu ermoglichen (derstandard.at,
18.1.2020).

Aufgrund der Probleme mit Gesichtserkennungssoftware sahen sich einige Lander
und Stadte, die begonnen hatten Gesichtserkennungssoftware einzusetzen, ge-
zwungen, dies wieder zu beenden. Ein prominentes Beispiel ist San Francisco, das
zur Auffassung gelangt ist, dass der Einsatz von Gesichtserkennungssoftware die
Burgerrechte verletzen konne und die Nachteile die Vorteile Uberwiegen wirden.
Insbesondere werde rassistische Ungerechtigkeit verscharft und die Moglichkeit be-
droht, frei von standiger Beobachtung durch die Regierung zu leben (zeit.de,
15.5.2019).

Es ist ein wesentlicher Aspekt von Demokratien, dass sich ihre Burger_innen grund-
satzlich frei und uniberwacht 6ffentlich bewegen kdnnen. Die flichendeckende An-
wendung von Gesichtserkennungssoftware im offentlichen Raum wirde dem diamet-
ral widersprechen. China zeigt taglich, wie Totaliberwachung aussieht. Selbst mit
Absichtsbekundungen, Gesichtserkennungssoftware in Verbindung mit Videouber-
wachung nicht im Sinne Chinas verwenden zu wollen, bleibt die Missbrauchsanfallig-
keit extrem hoch. Auch der "chilling effect" ist zu beachten: Menschen verhalten sich
anders, wenn sie wissen, dass sie beobachtet werden. Dies kann etwa dazu fiihren,
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dass Blrger_innen aus Sorge vor Repressionen nicht mehr an Demonstrationen teil-
nehmen oder ihre Meinung nicht mehr du3ern. Darlber hinaus handelt es sich bei
der Gesichtserkennungssoftware um eine technisch nicht vollstandig abgetestete
und ausgereifte Technologie. Es bendtigt daher dringend ein Recht auf Anonymitat
im offentlichen Raum. Das Recht auf Anonymitat soll freilich anlassbezogenen, ge-
setzlich determinierten und verhaltnismaRigen Strafverfolgungsmallnahmen nicht
entgegenstehen. Der massenhafte Einsatz von Gesichtserkennungssoftware im 06f-
fentlichen Raum darf aber niemals eine solche MalRnahme darstellen.

Die unterfertigten Abgeordneten stellen daher folgenden
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Der Nationalrat wolle beschlieRen:

“Die Bundesregierung wird dazu aufgefordert, dem Nationalrat ehemdglichst einen
Gesetzesvorschlag zum Recht auf Anonymitat im offentlichen Raum vorzulegen. Es
ist dabei im Besonderen darauf zu achten, dass die Blrger_innen keiner Totaluber-
wachung im o6ffentlichen Raum unterworfen sind und dass das anlasslose Aufzeich-
nen von Bewegungsprofilen von Burger innen im o6ffentlichen Raum, die Verknip-
fung von Echzeitvideouberwachung und Gesichtserkennungssoftware sowie biomet-
rische, algorithmen-gesteuerte Gesichtserkennung oder ein anderwertiges biometri-
sches Verfahren zum Ziel der anlasslosen Identifizierbarkeit von Burger_innnen nicht
zulassig sind."

In formeller Hinsicht wird die Zuweisung an den Ausschuss fiir Menschenrech-
te vorgeschlagen.
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