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1. EINLEITUNG

Interpersonelle Kommunikationsdienste werden zunehmend fur den Austausch von Material
uber sexuellen Missbrauch von Kindern und fir die Kontaktaufnahme zu Kindern fiir sexuelle
Zwecke (,,Grooming*) missbraucht. Dies hat Anbieter bestimmter nummernunabhéngiger
interpersoneller Kommunikationsdienste wie Webmail- und Messaging-Dienste (im
Folgenden ,,Anbieter) dazu veranlasst, auf freiwilliger Basis spezifische Technologien
einzusetzen, um in ihren Diensten sexuellen Missbrauch von Kindern im Internet aufzudecken
und den Strafverfolgungsbehdrden und Organisationen, die im Offentlichen Interesse gegen
sexuellen Missbrauch von Kindern vorgehen, zu melden. Solchen freiwilligen MalRnahmen
kommt eine wertvolle Rolle dabei zu, Opfer zu identifizieren und zu retten, die
Kontaktaufnahme zu Kindern und die Verbreitung von Online-Material Uber sexuellen
Missbrauch von Kindern zu verringern und Straftaten im Zusammenhang mit dem sexuellen
Missbrauch von Kindern zu verhindern, aufzudecken, zu untersuchen und zu verfolgen. Um
die Fortsetzung der freiwilligen Anstrengungen flr die Ermittlung von sexuellem Missbrauch
von Kindern zu ermdglichen, ist in der Verordnung (EU) 2021/1232% (im Folgenden
,,Verordnung®) in der durch die Verordnung (EU) 2024/1307 vom 29. April 20242 ge4nderten
Fassung eine voriibergehende Ausnahme von Artikel 5 Absatz 1 und Artikel 6 Absatz 1 der
Richtlinie 2002/58/EG® vorgesehen.

GemaR Artikel 9 der Verordnung muss die Kommission einen Durchfuihrungsbericht vorlegen,
der auf Daten der Anbieter und der Mitgliedstaaten gestitzt ist und in dem insbesondere
Folgendes bewertet wird:

a) die Bedingungen fir die Verarbeitung relevanter personenbezogener Daten und
sonstiger Daten, die gemal3 der Verordnung verarbeitet werden,

b) die VerhaltnismaRigkeit der in der Verordnung festgelegten Ausnahme, einschlie3lich
einer Bewertung der von den Mitgliedstaaten geméalR Artikel 8 der Verordnung
Ubermittelten Statistiken,

c) Entwicklungen des technischen Fortschritts in Bezug auf die unter die Verordnung
fallenden MafRnahmen und das AusmaB, in dem derartige Entwicklungen die

1 Verordnung (EU) 2021/1232 des Europaischen Parlaments und des Rates vom 14. Juli 2021 Uber eine
vorlibergehende Ausnahme von bestimmten Vorschriften der Richtlinie 2002/58/EG hinsichtlich der
Verwendung  von  Technologien  durch  Anbieter = nummernunabhangiger  interpersoneller
Kommunikationsdienste zur Verarbeitung personenbezogener und anderer Daten zwecks Bek&mpfung des
sexuellen Missbrauchs von Kindern im Internet (ABI. L 274 vom 30.7.2021, S.41, ELL:
http://data.europa.eu/eli/req/2021/1232/0j).

2 Verordnung (EU) 2024/1307 des Européischen Parlaments und des Rates vom 29. April 2024 zur Anderung
der Verordnung (EU) 2021/1232 Uber eine vorlbergehende Ausnahme von bestimmten Vorschriften der
Richtlinie 2002/58/EG  hinsichtlich  der  Verwendung von  Technologien  durch  Anbieter
nummernunabhdngiger interpersoneller Kommunikationsdienste zur Verarbeitung personenbezogener und
anderer Daten zwecks Bek&mpfung des sexuellen Missbrauchs von Kindern im Internet (ABI. L, 2024/1307,
14.5.2024, ELI: http://data.europa.eu/eli/reg/2024/1307/0j).

3 Richtlinie 2002/58/EG des Europaischen Parlaments und des Rates vom 12. Juli 2002 ber die Verarbeitung
personenbezogener Daten und den Schutz der Privatsphare in der elektronischen Kommunikation
(Datenschutzrichtlinie fur elektronische Kommunikation) (ABIl. L 201 vom 31.7.2002, S. 37).
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Genauigkeit verbessern und die Zahl und das Verhéltnis der Fehler (falsch positive
Ergebnisse) verringern.

Dies ist der zweite Durchfiihrungsbericht gemaR der VVerordnung, der auf den am 19. Dezember
2023 angenommenen ersten Bericht* folgt. Er stiitzt sich auf die Daten, die seither aus den
Berichten der Anbieter und der Mitgliedstaaten gemalR Artikel 3 Absatz 1 Buchstabe g
Ziffer vii bzw. Artikel 8 gewonnen wurden.

Im ersten Bericht wurden erhebliche Unterschiede in Bezug auf die Verfligbarkeit von Daten,
die Art der erhobenen Daten und damit auch die Vergleichbarkeit der von den Anbietern und
den Mitgliedstaaten erhobenen Daten deutlich. An diesem zweiten Bericht ist abzulesen, dass
diese Probleme nach wie vor bestehen. Die Anbieter verwendeten nicht, wie in Artikel 3
Absatz 4 der Verordnung vorgeschrieben, das mit der am 25. November 2024 angenommenen
Durchfilhrungsverordnung der Kommission® festgelegte  Standardformular  fur  die
Berichterstattung, und begrindeten dies damit, dass es erst gegen Ende des Berichtszeitraums
zur Verfligung stand. AuBBerdem Ubermittelten sie andere Arten von Informationen, die nicht
unbedingt vergleichbar sind. Viele Mitgliedstaaten Ubermittelten die Daten verspéatet, und
einige Ubermittelten nur unvollstandige Daten oder waren nicht in der Lage, vor der
Veroffentlichung dieses Berichts Daten vorzulegen. Die Kommission hat FolgemalRnahmen
ergriffen, um die Ubermittlung der Daten zu unterstiitzen und ihre korrekte Auswertung zu
ermdglichen. Dies hatte erhebliche Auswirkungen auf den Zeitplan und die Vollstandigkeit des
Berichts insgesamt. Trotz der Bemihungen, die Kohérenz und Vergleichbarkeit der Daten
sicherzustellen, bestehen nach wie vor Unterschiede.

Der vorliegende Bericht soll auf der Grundlage der verfugbaren Daten einen sachlichen
Uberblick tiber den Stand der Durchfiihrung der Verordnung geben. Im Bericht wird keine
Auslegung der Verordnung vorgenommen und es wird nicht dazu Stellung genommen, wie die
Verordnung in der Praxis ausgelegt und angewandt wird.

2. DURCHFUHRUNGSMABNAHMEN

2.1. Verarbeitung personenbezogener Daten durch die Anbieter (Artikel 3 Absatz 1
Buchstabe g Ziffer vii)

In Artikel 3 Absatz 1 Buchstabe g Ziffer vii der Verordnung sind die Bedingungen festgelegt,
unter denen Anbieter, die im Rahmen der darin enthaltenen Ausnahme tétig sind, bis zum
3. Februar 2022 und danach bis zum 31. Januar jedes Jahres einen Bericht lber die in den

4 Bericht der Kommission an das Européaische Parlament und den Rat tiber die Durchfiihrung der Verordnung
(EV) 2021/1232 des Européischen Parlaments und des Rates vom 14. Juli 2021 {iber eine vorubergehende
Ausnahme von bestimmten Vorschriften der Richtlinie 2002/58/EG hinsichtlich der Verwendung von
Technologien durch Anbieter nummernunabhéngiger interpersoneller Kommunikationsdienste zur
Verarbeitung personenbezogener und anderer Daten zwecks Bek&mpfung des sexuellen Missbrauchs von
Kindern im Internet, COM(2023) 797 final.

> Durchfithrungsverordnung (EU) 2024/2916 der Kommission vom 25. November 2024 zur Festlegung eines
Standardformulars fir die Daten, die in dem Bericht Uber die Verarbeitung personenbezogener Daten
enthalten sind, der von Dienstleistern gemaR der Verordnung (EU) 2021/1232 des Europaischen Parlaments
und des Rates verdffentlicht und der zustandigen Aufsichtsbehérde und der Kommission vorgelegt wird (ABI.
L, 2024/2916, 26.11.2024, ELI: http://data.europa.eu/eli/req_impl/2024/2916/0j).
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Anwendungsbereich dieser Verordnung fallende Verarbeitung personenbezogener Daten
veroffentlichen und der zustdndigen Aufsichtsbehorde und der Kommission vorlegen mussen.
Google, LinkedIn, Meta, Microsoft und Yubo legten sowohl fir 2023 als auch fir 2024
Berichte vor. Dieser Bericht bezieht sich auf die von den Anbietern fir die Jahre 2023 und
2024 Ubermittelten Daten, wahrend die Daten fir 2021 und 2022 Gegenstand des
vorangegangenen Berichts sind.

2.1.1. Artund Menge der verarbeiteten Daten

Die Anbieter gaben an, sowohl Inhaltsdaten als auch Verkehrsdaten zu verarbeiten. Als
Inhaltsdaten, die zur Aufdeckung von sexuellem Missbrauch von Kindern im Internet
verarbeitet werden, nannten alle Anbieter Bilder und Videos. Google verwies zudem auf die
Verarbeitung anderer Medienarten.

Hinsichtlich der erhobenen Verkehrsdaten unterscheiden sich die von den Anbietern
gemeldeten Daten erheblich:
a) Daten im Zusammenhang mit dem Nutzerkonto (Google, LinkedIn, Microsoft, Yubo),
z. B. Benutzerkennung, Benutzername und IP-Adresse,
b) Metadaten zu Inhalten (Google, LinkedIn, Microsoft, Yubo),
c) Daten Uber potenzielle Opfer (Google),
d) Daten Uber Missbrauchsvorgange (Google).

LinkedIn und Microsoft legten Informationen Uber die im Rahmen der Verordnung
verarbeiteten Datenmengen vor, wahrend die anderen Anbieter diesbeziglich keine Daten
ubermittelten. LinkedIn berichtete, dass im Jahr 2023 mehr als 24 Millionen Bilder und mehr
als 1 Million Videos und im Jahr 2024 mehr als 22 Millionen Bilder und mehr als 2 Millionen
Videos aus der EU verarbeitet wurden. Microsoft gab an, im Jahr 2023 weltweit mehr als
11,7 Milliarden Inhalte und im Jahr 2024 weltweit 9,6 Milliarden Inhalte verarbeitet zu haben,
ohne den Umfang an Daten aus der EU zu spezifizieren.

2.1.2. Grunde fir die Verarbeitung gemaR der Verordnung (EU) 2016/679

Alle Anbieter beriefen sich auf einen oder mehrere der spezifischen Griinde gemald der
Verordnung (EU) 2016/679 (Datenschutz-Grundverordnung, im Folgenden ,,DSGVO*)®:
Artikel 6 Absatz 1 Buchstabe d (Google, Meta, Yubo), Buchstabe e (LinkedIn, Microsoft,
Meta, Yubo) und Buchstabe f (Google, Meta, Yubo).

2.1.3. Grund fiir die Ubermittlung personenbezogener Daten in Lander auerhalb der EU

Alle Anbieter gaben an, Datenlbermittlungsmechanismen gemaR der DSGVO zu verwenden,
einschlieBlich der Standarddatenschutzklauseln, die von der Kommission gemaR Artikel 46
Absatz 2 Buchstabe ¢ der DSGVO erlassen wurden. Google, Microsoft, LinkedIn und Yubo
gaben zudem an, dass sie dem Datenschutzrahmen EU-USA entsprechen.

6 Verordnung (EU) 2016/679 des Europaischen Parlaments und des Rates vom 27. April 2016 zum Schutz
natiirlicher Personen bei der Verarbeitung personenbezogener Daten, zum freien Datenverkehr und zur
Aufhebung der Richtlinie 95/46/EG (Datenschutz-Grundverordnung) (ABI. L 119 vom 4.5.2016, S. 1, ELLI:
http://data.europa.eu/eli/req/2016/679/0j).
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2.1.4. Zahl der aufgedeckten Félle von sexuellem Missbrauch von Kindern im Internet,
unterschieden nach Material tber sexuellen Missbrauch von Kindern im Internet und
Kontaktaufnahmen zu Kindern

Tabelle 1: Zahl der im Jahr 2023 aufgedeckten Falle von sexuellem Missbrauch von Kindern

Google

1 558 Inhalte

734 Meldungen tber Material tiber sexuellen Missbrauch von
Kindern wurden an das Nationale Zentrum fur vermisste und
ausgebeutete Kinder (National Center for Missing and
Exploited Children, NCMEC) tbermittelt. Es wurde gemeldet,
dass Uber 635 Google-Konten mindestens ein Inhalt von
Material Uber sexuellen Missbrauch von Kindern gesendet
wurde.

LinkedIn

2 Inhalte

LinkedIn hat 2 Bilder und 0 Videos identifiziert, die Material
Uber sexuellen Missbrauch von Kindern im Internet darstellen.

Meta

3,6 Millionen
Inhalte

Inhalte, die Material Uber sexuellen Missbrauch von Kindern
darstellen und mit EU-Nutzern in Verbindung stehen.

Microsoft

9 000 Inhalte

Mehr als 32 000 Inhalte wurden im Berichtszeitraum weltweit
als Material Uber sexuellen Missbrauch von Kindern
identifiziert, davon mehr als 9 000 aus der EU.

Yubo

7720 Falle

Im Jahr 2023 sperrte Yubo 7 720 Konten in der EU, davon
zwei wegen der Verbreitung bekannten Materials uber
sexuellen Missbrauch von Kindern, 938 wegen der
Verbreitung neuen Materials tiber sexuellen Missbrauch von
Kindern und 6 780 wegen der Kontaktaufnahme zu einem
Kind oder seiner sexuellen Ausbeutung.

Tabelle 2: Zahl der im Jahr 2024 aufgedeckten Falle betreffend Online-Material tber

sexuellen Missbrauch von Kindern

Google 1824 Inhalte | 508 Meldungen tber Material tGber sexuellen Missbrauch von
Kindern wurden an das NCMEC Ubermittelt. Es wurde
gemeldet, dass Uber 503 Google-Konten mindestens ein Inhalt
von Material Uber sexuellen Missbrauch von Kindern gesendet
wurde.

LinkedIn 1 Inhalt LinkedIn hat 1 Bild und 0 Videos identifiziert, das Material
tber sexuellen Missbrauch von Kindern im Internet darstellt.

Meta 1,5 Millionen Inhalte, die Material Uber sexuellen Missbrauch von Kindern

Inhalte darstellen und mit EU-Nutzern in Verbindung stehen.

Microsoft | Mehr als Mehr als 26 000 Inhalte wurden weltweit als Material Uber

5800 Inhalte sexuellen Missbrauch von Kindern identifiziert, davon mehr als
5800 aus der EU’.

Yubo 4 484 Fille Yubo identifizierte 742 Falle im Zusammenhang mit neuem

Material (Uber sexuellen Missbrauch von Kindern und

7 Aus den von Microsoft gemeldeten Daten geht hervor, dass das Verhaltnis zwischen Inhalten, die als
Material Uber sexuellen Missbrauch von Kindern identifiziert wurden, und verarbeiteten Inhalten von 2023
bis 2024 konstant bei 0,00027 % lag.
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3 742 Falle im Zusammenhang mit der Kontaktaufnahme zu
Kindern.

Da alle oben genannten Anbieter wie auch andere Anbieter, die der Kommission keine
Meldungen Ubermittelt haben, Meldungen an das NCMEC in den USA weitergeben (siehe
Abschnitt 2.1.9.), bieten die Daten des NCMEC grundsétzlich einen umfassenderen Uberblick
uber die Meldungen Uber sexuellen Missbrauch von Kindern in der EU. Das NCMEC teilte
mit, pro Jahr die folgende Anzahl an Inhalten (Bilder, Videos und andere Dateien) und Féllen
von Kontaktaufnahme zu Kindern in Verbindung mit der EU erhalten zu haben:

Anzahl der Bilder, Videos und anderer Dateien in NCMEC-
Meldungen in Verbindung mit der EU (in Millionen)

5.24
5

4 3.44

3 2.65

2

1

0

2022 2023 2024

Anzahl der NCMEC-Meldungen tiber Grooming in Verbindung
mit der EU (in Tausend)

120
106.069
100
80
60
40 32.303
o L

2022 2023 2024

2.1.5. Beschwerden von Nutzern und Ergebnisse

Nach Artikel 3 Absatz 1 Buchstabe g Ziffer iv der Verordnung mussen die Anbieter geeignete
Verfahren und Beschwerdemechanismen einfiihren, damit die Nutzer bei ihnen Beschwerden
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einreichen konnen. Daruber hinaus enth&lt Artikel 5 Vorschriften tber den gerichtlichen
Rechtsbehelf.

Alle Anbieter meldeten die Anzahl der Nutzerbeschwerden zu Angelegenheiten, die in der EU
in den Anwendungsbereich der Verordnung fallen, und die Ergebnisse solcher Beschwerden.
Die Anbieter verwiesen entweder auf Beschwerden gegen die Entfernung von Inhalten oder
auf Beschwerden gegen die Sperrung von Nutzerkonten, ohne separate Informationen zu
beiden Kategorien zu ubermitteln. Google und Yubo berichteten zudem gesondert (ber
Beschwerden, die bei einer Justizbehtrde eingereicht wurden. In der nachstehenden Tabelle
sind dementsprechend die internen Beschwerdeverfahren aufgefihrt. Darliber hinaus enthalt
sie in der Spalte ,,Bemerkungen Informationen uber gerichtliche Rechtsbehelfe, sofern die
Daten verfugbar sind. Bislang wurden keine Falle von Beschwerden bei einer Justizbehorde
gemeldet.

Tabelle 3: Zahl der Falle, in denen Nutzer Beschwerden Uber den internen
Beschwerdemechanismus oder bei einer Justizbehdrde eingereicht haben, und das Ergebnis
dieser Beschwerden im Jahr 2023

Google 297 10 k. A. Die Zahl der Falle von
Nutzerbeschwerden
bezieht sich auf
Beschwerden gegen die
Sperrung eines
Nutzerkontos, die Uber
den internen

Beschwerdemechanismus
eingereicht wurden. Kein
Nutzer hat eine
Beschwerde bei einer
Justizbehoérde

eingereicht.

LinkedIn |0 k. A. k. A.

Meta ca. 254 500 k. A. ca. 11 600 Die Nutzer legten
Rechtsmittel gegen die
MaRnahmen ein, die in
Verbindung mit rund
254 500 Inhalten
ergriffen  wurden. Im
Anschluss an das
Beschwerdeverfahren
wurden rund
11 600 Inhalte
wiederhergestellt und
Sperrungen von Konten
rickgangig gemacht.

Microsoft | O k. A. k. A.

Yubo 1159 50 k. A. Nach Schéatzungen von

Yubo  wurden nach
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solchen Beschwerden
etwa 50 Konten in der EU
wiederhergestellt.  Kein
Nutzer hat bei einer
Justizbehoérde in der EU
eine Beschwerde
eingereicht.

Tabelle 4: Zahl der Félle, in denen Nutzer Beschwerden Uber den internen
Beschwerdemechanismus oder bei einer Justizbehdrde eingereicht haben, und das Ergebnis
dieser Beschwerden im Jahr 2024

Google

216

19

k. A.

Die Zahl der Falle von
Nutzerbeschwerden
bezieht sich auf
Beschwerden gegen die
Sperrung eines
Nutzerkontos, die Uber
den internen
Beschwerdemechanismus
eingereicht wurden. Kein
Nutzer hat eine
Beschwerde bei einer
Justizbehoérde
eingereicht.

LinkedIn

1

k. A

Meta

ca. 76 900

~|=
>\ >

ca. 1 800

Die Nutzer legten
Rechtsmittel gegen die
Malnahmen ein, die in
Verbindung mit rund
76 900 Inhalten ergriffen
wurden. Im Anschluss an
das Beschwerdeverfahren
wurden rund
1 800 Inhalte
wiederhergestellt und
Sperrungen von Konten
rickgangig gemacht.

Microsoft

Yubo

~|=
>| >

Bei Yubo gingen
31 Beschwerden  gegen
eine Sperrung im
Zusammenhang mit der
Sicherheit von Kindern in
der EU ein. 0 Konten
wurden wiederhergestellt.
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2.1.6. Die Anzahl und der Anteil der mit verschiedenen verwendeten Technologien
aufgetretenen Fehler (falsch positive Ergebnisse)

GemaR Artikel 3 Absatz 1 Buchstabe e der Verordnung mussen die Anbieter sicherstellen, dass
die verwendeten Technologien an sich hinreichend zuverlassig sind, da sie die Fehlerquote bei
der Erkennung von Inhalten, die sexuellen Missbrauch von Kindern im Internet darstellen,
weitestmoglich begrenzen.

In diesem Zusammenhang berichteten alle Anbieter, dass sie einen mehrstufigen Ansatz fir die
Erkennung von sexuellem Missbrauch von Kindern umgesetzt haben, indem sie verschiedene
Erkennungstechnologien kombiniert haben, um die Genauigkeit zu erh6hen. Dartiber hinaus
besteht ein Zusammenhang zwischen falsch positiven Ergebnissen (wenn das Tool z. B. ein
Bild falschlicherweise als potenzielles Material iber sexuellen Missbrauch von Kindern
markiert) und falsch negativen Ergebnissen (wenn das Tool z. B. Material tber sexuellen
Missbrauch von Kindern nicht markiert), da die Verringerung der einen Fehlerquote in der
Regel eine Erhohung der anderen zur Folge hat. Das heif8t, dass der Anbieter die
Genauigkeitseinstellungen anpassen kann, um auf der Grundlage des spezifischen Kontexts
und der Art des Dienstes das angemessene Gleichgewicht auszuwahlen.

Die Anbieter verwendeten Hash-Matching-Technologie wie PhotoDNA, MD5 und CSAI
Match, um Ubereinstimmungen mit zuvor identifiziertem Material iber sexuellen Missbrauch
von Kindern festzustellen. Ebenfalls wurde Utber den Einsatz von Klassifikatoren mit
kinstlicher Intelligenz (KI) und maschinellem Lernen zur Erkennung neuen Materials tber
sexuellen Missbrauch von Kindern berichtet (Google, Yubo). Yubo berichtete zudem Uber die
Erkennung von Kontaktaufnahmen zu Kindern.

Die Anbieter machten keine Angaben zur Anzahl und zum Anteil der Fehler (falsch positive
Ergebnisse) fir die einzelnen verwendeten Technologien. Stattdessen meldeten sie aggregierte
Daten fur alle verwendeten Technologien.

Bei den Ubermittelten Daten ist zu erkennen, dass unterschiedliche Methoden zur Berechnung
der Fehlerquote verwendet wurden. Einige Anbieter verfligten nicht iber ausreichende Daten
zur Berechnung der Fehlerquote (Microsoft). Andere wandten eine Berechnungsmethode an,
die auf dem Gesamtverhéltnis der wiederhergestellten Inhalte und/oder riickgangig gemachten
Kontosperrungen zu den bearbeiteten Inhalten oder auf der Anzahl der Beschwerden gegen
Kontobeschrankungen beruhte (Meta, LinkedIn). Weitere Anbieter (Google und Yubo)
verwiesen auf die Anzahl der automatisch als Material tiber sexuellen Missbrauch von Kindern
gekennzeichneten Inhalte, die dann nach menschlicher Uberpriifung nicht als Material iiber
sexuellen Missbrauch von Kindern bestétigt wurden (falsch positive Ergebnisse), geteilt durch
die Anzahl der automatisch als Material (ber sexuellen Missbrauch von Kindern
gekennzeichneten Inhalte. In den nachstehenden Tabellen werden daher die Unterschiede in
den von den Anbietern vorgelegten Datensétzen wiedergegeben.

Die Anbieter gaben auch an, dass sie diese Technologien durch eine menschliche Uberpriifung
erganzten, um Fehler und falsch positive Ergebnisse weiter zu verringern. Diese Uberpriifung
durch Menschen wurde in die nachstehenden Statistiken, in denen nur die Genauigkeit der
Technologien selbst berticksichtigt ist, nicht einbezogen.
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Tabelle 5: Anzahl und Anteil von Fehlern in den Jahren 2023 und 2024

Google 1,14 % 0,54 % Verhéltnis der Anzahl der Die Daten beziehen
(18:1576) | (10:1834) | automatisch als Material sich auf die Hash-
uber sexuellen Missbrauch | Matching-Technologie
von Kindern von Google.
gekennzeichneten Inhalte,
die nach menschlicher
Uberpriifung nicht bestatigt
wurden, zur Anzahl der
automatisch als Material
uber sexuellen Missbrauch
von Kindern
gekennzeichneten Inhalte
LinkedIn {0% (0:0) | 0% (0:0) | Verhaltnis der riickgéngig
gemachten
Kontosperrungen zu den
Beschwerden tber
Kontobeschréankungen
Meta 0,32 % 0,12 % Verhaltnis der
(11600:3, | (1800:1,5 | wiederhergestellten Inhalte
6 Mio.) Mio.) und der rickgéngig
gemachten
Kontosperrungen zu den
bearbeiteten Inhalten
Microsoft | k. A. k. A. k. A Microsoft gab an, dass
die Daten nicht
ausreichten, um eine
Fehlerquote zu
berechnen. Im
Zusammenhang mit
34 Inhalten wurden
ursprungliche
Entscheidungen tber
die Moderation von
Inhalten riickgéngig
gemacht. Es wurden
keine Beschwerden
gemeldet.
Yubo 20 % 13 % Félle, die automatisch als Die von Yubo

Grooming gekennzeichnet
wurden und in denen die
Moderatoren nicht tatig
wurden

vorgelegten Daten
beziehen sich
ausschlieBllich auf die
Erkennung von neuem
Material Uber sexuellen
Missbrauch von
Kindern und
Grooming.
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2.1.7.

MafRnahmen zur Begrenzung der Fehlerquote und die erreichte Fehlerquote

GemaR Artikel 3 Absatz 1 Buchstabe e der Verordnung missen die eingesetzten Technologien
hinreichend zuverldssig sein und die Folgen gelegentlich auftretender Fehler unverziglich
berichtigt werden. Darliber hinaus missen die Anbieter nach Artikel 3 Absatz 1 Buchstabe g
Ziffer it menschliche Aufsicht und erforderlichenfalls menschliche Eingriffe gewahrleisten.

Die Anbieter gaben an, verschiedene MalRnahmen und Sicherheitsvorkehrungen anzuwenden,
um die Fehlerquote bei der Erkennung von sexuellem Missbrauch von Kindern im Internet zu
begrenzen und zu verringern. Dazu zahlen:

Vi.

Vili.

viil.

2.1.8.

Uberwachung und Qualitatsbewertung der Leistung von Tools zur Erkennung von
sexuellem Missbrauch von Kindern, um sowohl die Genauigkeit (d. h. nur Erkennung
von sexuellem Missbrauch von Kindern im Internet) als auch die Rickrufquote (d. h.
kein Ubersehen von sexuellem Missbrauch von Kindern im Internet auf ihren
Plattformen) zu verbessern (Google),

Anwendung von Hash-Uberpriifungsverfahren, bei denen Analysten Elemente in
Verbindung mit Hash-Datenbanken uberprifen und/oder die Qualitat bestehender
Hashs uberprifen (Google, Microsoft, LinkedIn),

menschliche Uberpriifung und Aufsicht: Medien, die durch Hash-Matching-
Technologien als Material tiber sexuellen Missbrauch von Kindern identifiziert wurden,
durch menschliche Prufer/geschulte Analysten (Google, LinkedIn, Meta, Microsoft,
Yubo),

systematische menschliche Uberpriifung von Medien, die vor der Berichterstattung als
maogliches neues Material tber sexuellen Missbrauch von Kindern identifiziert wurden
(Google im Jahr 2023),

Einsatz von menschlichen Prifern, die eine spezielle Schulung absolvieren und/oder
regelmaRig neu zertifiziert werden missen (Google, Yubo),

Bewertung der Qualitdtskontrollen menschlicher Prifer und der vorgenommenen
Bewertungen (Google, Yubo),

Entwicklung  und  regelmaRige  Uberpriifung  von  Richtlinien  und
Durchsetzungsstrategien im Hinblick auf sexuellen Missbrauch von Kindern im
Internet durch geschulte Experten (Google),

regelmaRige Konsultationen mit Sachverstandigen zur Verbesserung der Genauigkeit
bei der Ermittlung von Material Giber sexuellen Missbrauch von Kindern, einschlief3lich
Kanélen fir Ruckmeldungen von vertrauenswirdigen Organisationen, die gegen
sexuellen Missbrauch von Kindern vorgehen, wie das NCMEC und Thorn (Google),
Warnsystem, mit dem sichergestellt wird, dass Cluster mit hohem Volumen
gekennzeichnet und Gberprift werden (Meta),

Malinahmen zur Verbesserung der Qualitat von Sicherheitsalgorithmen (Yubo).

Aufbewahrungsregeln und Datenschutzvorkehrungen

GemaR Artikel 3 Absatz 1 Buchstaben h und i der Verordnung dirfen personenbezogene Daten
nur fir bestimmte Zwecke auf sichere Weise und fiir eine festgelegte Dauer gespeichert
werden. Dartiber hinaus missen die geltenden Anforderungen der DSGVO eingehalten
werden.
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Alle Anbieter gaben an, Uber Regelungen zur Datenaufbewahrung und Vorkehrungen fir den
Schutz personenbezogener Daten zu verfugen. Die Regelungen zur Datenaufbewahrung sind
je nach Art der Daten unterschiedlich. Die Anbieter wiesen darauf hin, dass die
Aufbewahrungsfrist abhéngig von der Art der Daten und dem Zweck der Verarbeitung in jedem
Fall zeitlich begrenzt sei und die Daten nach Ablauf der Aufbewahrungsfrist geldscht wirden.
Die meisten Anbieter (Google; Meta und LinkedIn fiir 2024) gaben zudem an, die Regel
anzuwenden, aufgedecktes Material Uber sexuellen Missbrauch von Kindern hochstens
12 Monate lang aufzubewahren. Yubo gab an, dass Daten tber die Moderation von Inhalten in
der Regel 12 Monate lang gespeichert wirden und dass die Speicherfristen von der Art der
Inhalte, der Art des VerstoRes und den Speicherbedingungen abhingen. Meta gab im Jahr 2024
an, dass die Daten zu den Beschwerden der Nutzer fiir einen Zeitraum von 195 Tagen
aufbewahrt wirden.

Zu den von den Anbietern gemeldeten Datenschutzvorkehrungen gehéren:

I. Einsatz von Techniken zur De-Ildentifizierung oder Pseudonymisierung (z. B.
Maskierung, Hashing, differenzielle Privatsphare) (Microsoft),

ii.  Einsatz von Datenverschliisselung bei der Ubertragung (z. B. TLS-Protokolle) (Meta,
Yubo),

iii.  Zugangskontrollen (Meta, Yubo),

iv.  Umsetzung von Daten-Governance-Strategien und/oder Datenschutzprogrammen,
damit Daten nur in zuldssiger Weise abgerufen, verwendet oder ausgetauscht werden
(Google),

v.  Durchfuhrung von Datenschutziiberprifungen, um potenzielle Risiken fiir den Schutz
der Privatsphare bei der Erhebung, Verarbeitung, Speicherung und Weitergabe
personenbezogener Daten zu ermitteln, abzurufen und zu mindern, und Uberpriifung
der Datenschutzverfahren, wenn neue Systemfunktionen oder -prozesse entwickelt
werden (Microsoft),

vi.  unverzugliche Untersuchung gemeldeter VVorfalle durch das Reaktionsteam (Google),

vii.  Malinahmen zu internen Beschwerdemechanismen und zur Information der Nutzer,
einschlieBlich MalRnahmen zur Sicherstellung des Rechts auf Zugang zu Nutzerdaten
(Google 2024).

2.1.9. Organisationen, die im offentlichen Interesse handeln und mit denen Daten
ausgetauscht wurden

Alle Anbieter gaben an, die Daten gemaR dieser Verordnung an das NCMEC zu tbermitteln.
Alle meldenden Anbieter haben der Kommission geméall Artikel 7 Absatz 1 der Verordnung
auch mitgeteilt, dass sie Falle von sexuellem Missbrauch von Kindern im Internet gemaf dieser
Verordnung an das NCMEC® gemeldet haben. Yubo berichtete zudem (iber die Weitergabe der
Daten an die Internet Watch Foundation (IWF) im Vereinigten Konigreich und an PHAROS
(Plateforme d’harmonisation, d’analyse, de recoupement et d’orientation des signalements) in
Frankreich.

8 Die Informationen Gber die im 6ffentlichen Interesse handelnden Organisationen, an die Anbieter im Rahmen
dieser Verordnung die Falle von sexuellem Missbrauch von Kindern im Internet melden, wurden gemaR den
Verpflichtungen der Kommission nach Artikel 7 Absatz2 der Verordnung unter https://home-
affairs.ec.europa.eu/policies/internal-security/protecting-children-sexual-abuse/legal-framework-protect-
children_de veroffentlicht.
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2.2. Statistiken der Mitgliedstaaten (Artikel 8)

GemaR Artikel 8 Absatz 1 der Verordnung mussen die Mitgliedstaaten Berichte mit Statistiken
zu folgenden Aspekten offentlich zuganglich machen und der Kommission vorlegen:

a) die Gesamtzahl der Berichte Uber festgestellten sexuellen Missbrauch von Kindern im
Internet, die den zustandigen nationalen Strafverfolgungsbehdrden von Anbietern und
Organisationen, die im Offentlichen Interesse gegen sexuellen Missbrauch von Kindern
vorgehen, Ubermittelt wurden, wobei zwischen der absoluten Zahl der Falle und jenen
Féllen, die mehrmals gemeldet werden, sowie nach der Art des Anbieters, in dessen
Diensten sexueller Missbrauch von Kindern im Internet festgestellt wurde,
unterschieden wird, sofern solche Daten vorhanden sind,

b) die Zahl der Kinder, die im Rahmen von MaRnahmen gemal’ Artikel 3 ermittelt wurden,
aufgeschlusselt nach Geschlecht,

c) die Zahl der verurteilten Téter.

Da einige Mitgliedstaaten fur den vorangegangenen Bericht Daten bis Juli 2022 und andere fiir
das gesamte Jahr 2022 Ubermittelt haben, werden in diesem Bericht die gesamten
Kalenderjahre 2022, 2023 und 2024 behandelt, um die Vergleichbarkeit zu erleichtern.
Allerdings unterscheiden sich die von den Mitgliedstaaten gemeldeten Daten hinsichtlich
Vollstandigkeit und Detailgenauigkeit erheblich. Einige Mitgliedstaaten (Belgien, Estland,
Irland, Spanien, Kroatien, Portugal und Rumaénien) Ubermittelten nicht fir jedes der
betreffenden Jahre alle erforderlichen Daten.

2.2.1. Die Gesamtzahl der Berichte Uber festgestellten sexuellen Missbrauch von Kindern im
Internet

Die meisten Mitgliedstaaten legten gemaR Artikel 8 Absatz 1 Buchstabe a der VVerordnung fir
die Kalenderjahre 2022, 2023 und 2024 jahrliche Statistiken uber die Gesamtzahl der Berichte
uber sexuellen Missbrauch von Kindern im Internet vor. Portugal legte fiir keines der
betreffenden Jahre Daten vor, wahrend Spanien fur 2023 oder 2024 keine Daten vorlegte.

Die Mitgliedstaaten gaben in der Regel die Gesamtzahl der Meldungen an, die den nationalen
Strafverfolgungsbehdrden von Anbietern oder anderen Organisationen, die im o6ffentlichen
Interesse gegen den sexuellen Missbrauch von Kindern vorgehen, tbermittelt wurden. Die
meisten Mitgliedstaaten gaben an, die meisten oder alle ihrer Berichte vom NCMEC zu
erhalten. Die Mitgliedstaaten machten keine Angaben zur Zahl der verfolgbaren Meldungen
(d. h. der Meldungen, die flr eine Ermittlung geeignet sind); einige nannten jedoch die Zahl
der eingeleiteten Verfahren, die deutlich niedriger ist. Ebenso unterschieden die
Mitgliedstaaten — mit Ausnahme Finnlands und D&nemarks — nicht zwischen der Gesamtzahl
der Félle und den mehrfach gemeldeten Fallen. Nur wenige Mitgliedstaaten (z. B. Belgien,
Irland, Polen und Ruménien) gaben die Art der Anbieter an, in deren Diensten sexueller
Missbrauch von Kindern im Internet aufgedeckt wurde. Einige legten eine detaillierte
Aufschlisselung vor (Belgien, Tschechien, Frankreich, Luxemburg, Ruménien und Finnland).
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Tabelle 6: Gesamtzahl der von den Mitgliedstaaten gemeldeten Falle von festgestelltem sexuellem Missbrauch von Kindern

AT 10 130 15 882 18 276 NCMEC?®
Die Zahl der Anbieter, die sexuellen
Missbrauch von Kindern im Internet
Berichte von Anbietern (soziale aufdecken, ist von 2022 bis 2024_ gestiegen.
BE 19919 11910 4284 : Fur 2024 meldete Belgien nur die Zahl der
Medien) ) i
verfolgbaren Meldungen und &nderte damit
die in den Vorjahren angewandte
Methodik.
NCMEC und INHOPE In den drei betreffenden Jahren gingen
BG 25 303 38 026 71187 (Internationaler Verband der 42 596 Berichte vom NCMEC und 92 010
Internet-Meldestellen) von Safenet ein.
CY 2809 3516 5380 NCMEC
Im Jahr 2024 gingen Berichte von 57
verschiedenen Diensteanbietern ein, die
meisten davon von Instagram
NCMEC, CZ.NIC (Tschechischer | (11 857 Berichte), gefolgt von Facebook
Cz 23 854 21 658 22 580 Verband der (4 461), Snapchat (3 610), Imgur (1 705),
Internetdiensteanbieter) Discord (1 510), Google (1 439), Microsoft
— Online Operations (870), TikTok (825)
und WhatsApp (620).
Deutschland teilte mit, dass es keine
DE 136 437 180 287 205 728 NCMEC eigenen  Statistiken gemal Arti__kel 8
Absatz 1 der Verordnung vorlegen konne,
da es keine Rechtsgrundlage fur eine

9 Alle Daten in dieser Tabelle, einschlieRlich der Falle, in denen das NCMEC oder andere externe Quellen aufgefiihrt sind, werden so reproduziert, wie

sie der Kommission von den Mitgliedstaaten gemeldet wurden.
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freiwillige Aufdeckung gebe. Jedoch legte
Deutschland Polizeistatistiken zur
Kriminalitat vor und wies darauf hin, dass
das Jahr, in dem eine Straftat begangen
wurde, nicht unbedingt mit dem Jahr
Ubereinstimme, in dem sie in den
Statistiken auftauche: In Verbindung mit
sexuellem Missbrauch von Kindern und
Jugendlichen gab es 16655 Félle im
Jahr 2022 und 17 575 Félle im Jahr 2023
(+6%). In Verbindung mit der
Verbreitung, dem Erwerb und dem Besitz
von Darstellungen sexuellen Missbrauchs
von Kindern und Jugendlichen gab es
48 853 Félle im Jahr 2022 und 54 042 Falle
im Jahr 2023 (+ 11 %).

Im Jahr 2022 wurden 2 474 Verfahren
eingeleitet, 2 278 im Jahr 2023 und 2 097
im Jahr 2024. Von den eingeleiteten
DK 7 556 9938 10918 NCMEC Verfahren basierten 90 auf Material Uber
sexuellen Missbrauch von Kindern, das in
verschiedenen Jahren mehrmals gemeldet
wurde.

Estland teilte mit, dass die Polizei- und
Grenzschutzstatistiken, einschliellich der
Daten des NCMEC, nicht o&ffentlich
zugénglich seien. 2022 wurden
250 Sexualstraftaten gegen Kinder ohne

EE 250 305 274 NCMEC, Child Helpline 116 111

Kdorperkontakt gemeldet, 2023 waren es

15
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305. 88 % aller Sexualstraftaten ohne
Korperkontakt im Jahr 2022 wurden im
Online-Bereich begangen.

Die fur 2024 verfigbaren Daten
entsprechen Fdallen, die von der Polizei
registriert und der Offentlichkeit im
Rahmen der vom Ministerium flr Justiz
und digitale Angelegenheiten
durchgefuhrten Kriminalitatserhebung zur
Kenntnis  gebracht  wurden.  Diese
Statistiken sind aus den Daten des NCMEC
abgeleitet, es handelt sich also nicht um
nationale Statistiken.

NCMEC, Griechische Hotline flr
illegale Internetinhalte — Safeline,

EL 121 103 123 INTERPOL, Europol, Griechische
gemeinniitzige Organisation — the
Smile of the Child
Organisationen, die im Offentlichen | Fir 2023 und 2024 wurden keine Daten
ES 31474 - — Interesse gegen sexuellen ubermittelt.
Missbrauch von Kindern vorgehen
Was die Daten fur 2024 betrifft, so lasst
sich die genaue Zahl der mehrfach
gemeldeten Falle nicht aus Datenbanken
ableiten, aber das NCMEC schatzt die Zahl
FI 11 248 16 781 13 954 NCMEC und andere Kanale dieser Doppelmeldungen auf 20 bis 300.

Bei Snapchat scheinen am haufigsten
Doppelmeldungen vorzuliegen. Zusatzlich
zu den Daten des NCMEC meldete Save
the Children Finnland 71 Domains und
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439 URL, die nationale Initiative Sua
varten somessa (,,Fiir Sie in den sozialen

Medien) 90 Vorfadlle und  andere
Organisationen/Anbieter ~ weniger  als
10 Vorfalle.

NCMEC, NCECC (Canada’s Im Jahr 2024 gingen insgesamt

National Child Exploitation Crime
Centre), Nationale Zentralblros
von INTERPOL, Europol-

158 503 Meldungen des NCMEC ein, von
denen 28737 die finanziell motivierte
sexuelle Erpressung von Minderjahrigen

Zentrum)

FR 227645 335408 164516 Netzanwendung fur sicheren und die Korruption von Minderjéhrigen
Datenaustausch (SIENA), betrafen.
Plattform des Innenministeriums —
PHAROS
HR 11 693 8010 8900 Anbieter von Internetdiensten
Anbieter und Organisationen, die Es liegen keine Informationen tber Falle
im 6ffentlichen Interesse gegen vor, die mehrfach gemeldet wurden, oder
HU 109 477 251720 25092 sexuellen Missbrauch von Kindern | darber, in welchen Diensten das Material
vorgehen aufgedeckt wurde.
Die Behorden registrieren Bilder oder
IE 9168 10 785 13 334 NCMEC Videos, die mehrfach gemeldet wurden,
nicht.
Da noch nicht alle Daten aus dem Jahr 2024
IT 4 607 7389 9001 Verbande und Anbieter verarbeitet wurden, sind die Zahlen noch
nicht endgultig.
LT 4992 6 353 6 803 Keine Angabe
Daten zur Aufschlisselung der Meldungen
NCMEC und BeeSecure ,
LU 789 1641 2112 (luxemburgisches Safer-Internet- nach NCMEC und BeeSecure fur 2023 und

2024 wurden Ubermittelt, sind jedoch
unklar, da die Anzahl der Meldungen der
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Anbieter nicht die angegebene
Gesamtsumme ergibt.
In der Gesamtzahl der -eingereichten
i Meldungen sind  keine  Meldungen
’;ICMEC’ GR“? COP, Online- enthalten, bei denen nach der Uberpriifung
chutzsystem fir . . :
R . kein Strafverfahren eingeleitet wurde, da
LV 6 29 30 Internetkriminalitat gegen Kinder ie nicht etrennt aezahlt werden. Nur ein
(ICACCOPS), lettisches Safer- SI€ ficht ge g rden. Nur €
Internet-Zentrum Teil der M(_eldungen _enthalt Hinweise
darauf, dass die Straftat im Zusammenhang
mit Lettland steht.
Nationale Hotline
(childwebalert.gov.mt),
Européisches Netz von Safer-
MT 840 1943 272 Internet-Zentren und von INSAFE
und INHOPE verwaltete Hotlines —
BeSmartOnline
Anbieter und Organisationen, die
NL 36 536 70 057 70 351 im ('jffentlichen Interesse gegen
sexuellen Missbrauch von Kindern
vorgehen
Anbieter und Organisationen, die
im 6ffentlichen Interesse gegen
PL 145 17 9293 sexuellen Missbrauch von Kindern
vorgehen, darunter Dyzurnet.pl
PT — — — - Daten nicht ubermittelt
Die Zahl der Meldungen von sexuellem
Missbrauch von Kindern im Internet
RO 5705 1254 13 384 Save the Children bezieht sich Rumanien zufolge auf Material
uber sexuellen Missbrauch von Kindern,
das bei rumdnischen Anbietern gehostet
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wurde, wobei die meisten Kunden jedoch
nicht aus Rumanien stammten.

SE

16 800

22 592

23 834

NCMEC

Die  Gesamtzahl der eingehenden
Meldungen entspricht nicht  der
tatsachlichen Zahl der zu untersuchenden
polizeilichen ~ Meldungen, da eine
polizeiliche Meldung mehrere Meldungen
von Anbietern Uber denselben Nutzer
enthalten kann und nicht alle Meldungen
nach schwedischem Strafrecht Straftaten
darstellen. Die Zahl der polizeilichen
Meldungen ist im Jahr 2023 deutlich hoher
als in den Jahren 2022 und 2024. Dies ist
auf eine im Jahr 2023 durchgefiihrte
nationale Operation zuriickzufuhren, in
deren Rahmen alle nicht priorisierten
NCMEC-Meldungen aus dem Jahr 2018
bearbeitet werden sollten.

Sl

165

203

251

Anbieter und Organisationen, die
im 6ffentlichen Interesse gegen
sexuellen Missbrauch von Kindern
vorgehen

Anhand der verfugbaren statistischen
Daten ist es Slowenien nicht mdglich,
statistische Daten (ber Straftaten, die
aufgrund von Meldungen von Anbietern
und Organisationen ermittelt werden, von
statistischen Daten tber andere Meldungen
zu trennen. Es liegen keine Daten Uber die
absolute Zahl der Félle, tGber mehrfach
gemeldete Falle oder uber
Aufschlisselungen nach der Art des
Anbieters vor, Uber dessen Dienst sexueller
Missbrauch von Kindern im Internet
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aufgedeckt wurde. Dartiber hinaus wurde
der  Straftatbestand  des  sexuellen
Ubergriffs gegen eine Person unter
15Jahren  gemaR  Artikel 173 des
Strafgesetzbuchs nicht in die
bereitgestellten Statistiken aufgenommen,
da sich dieser Straftatbestand in den
meisten Fallen im physischen Umfeld
ereignet, auch wenn er in geringerem Mafe
im Internet vorkommen kann.

Anbieter und Organisationen, die Es liegen keine Informationen uber Félle
SK 7628 9601 9017 im ﬁﬁentlichen Interesse gegen vor, die mehrfach gemeldet wurden.
sexuellen Missbrauch von Kindern
vorgehen

Insgesamt | 705 297 799 508 708 894
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Da das NCMEC die Hauptquelle fiir die Meldungen ist, ist die Zahl der Meldungen betreffend die
Mitgliedstaaten, die das NCMEC erhalten und an die Mitgliedstaaten weitergeleitet hat,
aufschlussreich™®:

Anzahl der NCMEC-Meldungen betreffend die EU (in Millionen)

1.6 1.5

1.2

0.8

0.4

2022 2023 2024

Die Gesamtzahl der Meldungen verteilt sich wie folgt auf die Mitgliedstaaten:

Tabelle 7: Meldungen des NCMEC (ber sexuellen Missbrauch von Kindern im Internet
betreffend die EU-Mitgliedstaaten in den Jahren 2022, 2023 und 2024

11 12

Osterreich 18 501 19 630 17 425
Belgien 50 255 41 926 26 752
Bulgarien 31937 17 726 30 684

Kroatien 11693 16 339 8 821

Zypern 7 361 7564 5750
Tschechien 61 994 34 342 21589
Danemark 30 215 12 048 10 330

Estland 6 408 4338 4 540
Finnland 10 904 16 364 12 779
Frankreich 227 465 310519 150 684

10 Die Grafik enthlt die Gesamtzahl der Meldungen, die die EU erhalten hat, und zwar in deduplizierter Form,

d. h., dass Meldungen nur einmal gezahlt wurden, wenn dieselbe Meldung an mehrere Mitgliedstaaten
Ubermittelt wurde.

1 NCMEC, ,,2022 CyberTipline Reports by Country* 2022, abgerufen am 26. Mai 2025.

12 NCMEC, ,,2023 CyberTipline Reports by Country*, 2023, abgerufen am 26. Mai 2025.

13 NCMEC. Im Jahr 2024 begann das NCMEC, auf seiner Website (,,2024 CyberTipline Reports by Country’*)
die Gesamtzahl der an die einzelnen Lander gesendeten Befassungen zu melden. Eine Befassung wird an
mehrere Lander gerichtet, wenn sie alle diese Lander betrifft. Bei den in Tabelle 7 fur 2022, 2023 und 2024
gemeldeten Daten handelt es sich um deduplizierte Meldungen, d. h., ein und dieselbe Meldung wird nur einmal
gezahlt.

21

www.parlament.gv.at



11

12

Deutschland 138 193 173 560 197 201
Griechenland 43 345 24 985 16 737
Ungarn 109 434 25 643 16 718
Irland 19770 13 265 13 604
Italien 96 512 90 424 75274
Lettland 3688 4671 6 618
Litauen 16 603 12 005 7 682
Luxemburg 2 004 3000 2115
Malta 4713 1713 1233
Niederlande 57012 72913 68 611
Polen 235 310 108 800 79 174
Portugal 42 674 45 675 24 707
Rumanien 96 287 133 054 44 424
Slowakei 39748 13 164 8 647
Slowenien 14 795 6 204 4 685
Spanien 77727 104 748 68 733
Schweden 48 883 29 237 25 300
Insgesamt 1503 431 1 343 857 950 817

Die erhebliche Diskrepanz zwischen der Anzahl der vom NCMEC an den Mitgliedstaat
ubermittelten Meldungen und der Anzahl der vom Mitgliedstaat als eingegangen angegebenen
Meldungen deutet darauf hin, dass die Datenerfassung und Berichterstattung der Mitgliedstaaten
nicht vollstandig sind.

In den Statistiken des NCMEC zu den einzelnen Mitgliedstaaten werden die Meldungen nicht nach
Quelle aufgeschliisselt, insbesondere nicht danach, ob die Meldung von einem
nummernunabhdngigen interpersonellen Kommunikationsdienst stammt. Das NCMEC stellt
jedoch Statistiken tiber die Gesamtzahl der die EU betreffenden Meldungen zur Verfugung, die
von nummernunabhéngigen interpersonellen Kommunikationsdiensten, zum Beispiel von einem
Chat-, Messaging- oder E-Mail-Dienst, stammen. Das NCMEC ubermittelte au’erdem Zahlen zu
Meldungen von sozialen Medien oder Online-Gaming-Plattformen, einschlieRlich ihrer
integrierten Messaging- oder Chat-Dienste.
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NCMEC-Meldungen betreffend die EU — nach Art des Online-
Dienstes (in Tausend)

1,600

1,200
800

400

2022 2023 2024

B Sonstige
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B Chat-, Messaging- oder E-Mail-Dienste

NCMEC-Meldungen betreffend die EU — Art des Online-Dienstes
in %
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W Soziale Medien oder Online-Gaming-Plattformen

B Chat-, Messaging- oder E-Mail-Dienste

Im Jahr 2024 ging die Zahl der die EU betreffenden Meldungen erheblich zuriick (30 %). Darin
schlagt sich ein globaler Trend nieder: Die Meldungen beliefen sich 2022 auf 31,9 Millionen und
2023 auf 35,93 Millionen, bevor sie 2024 auf 19,85 Millionen zurilickgingen. Das NCMEC fiihrt
diesen Riickgang zum Teil auf eine Verringerung der Meldungen von interpersonellen Messaging-
Diensten zuriick, da diese Dienste die Ende-zu-Ende-Verschlisselung einfiihren und die Anbieter
ihre  Aufdeckungsbemiihungen einstellen!*. Der Riickgang des Anteils der Meldungen
interpersoneller Messaging-Dienste scheint in der Tat darauf hinzudeuten, dass ein groRer Teil des
Rickgangs auf die geringere Zahl der Meldungen solcher Dienste zurtickzufiihren ist.

14 Testimony of Michelle DeLaune, President and CEO National Center for Missing & Exploited Children, to the
United States Senate Committee on the Judiciary, 11. Marz 2025.
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2.2.2. Zahl der ermittelten Kinder

Die meisten Mitgliedstaaten haben geméalR Artikel 8 Absatz 1 Buchstabe b der Verordnung
Statistiken tber die Zahl der ermittelten Kinder vorgelegt. Drei Mitgliedstaaten haben keine Daten
vorgelegt (Belgien, Portugal und Rumanien), wéhrend andere nur Daten fiir bestimmte Jahre
vorgelegt haben (z. B. Finnland fiir 2023 und 2024 und Spanien flr 2022). Viele Mitgliedstaaten
waren nicht in der Lage, nach Geschlecht zu differenzieren.

Mehrere Mitgliedstaaten meldeten nur unvollstdndige Statistiken und wiesen beispielsweise
darauf hin, dass keine Daten verfligbar seien, weil sie im Rahmen der nationalen statistischen
Datenerhebung nicht erfasst wirden, oder dass die nationalen Behorden diese Statistiken nicht
aufzeichneten (Belgien, Frankreich und Finnland) oder dass die Daten bei der nationalen Erhebung
von Statistikdaten nicht nach Geschlecht aufgeschliisselt wirden (Tschechien, Zypern, Litauen,
Ungarn und die Niederlande). In vielen Mitgliedstaaten wird bei den nachstehenden Daten nicht
zwischen Opfern von sexuellem Missbrauch von Kindern im Internet und offline unterschieden,
sodass es moglich ist, dass die Daten nicht der tatsdchlichen Zahl der Falle von sexuellem
Missbrauch von Kindern im Internet entsprechen (z. B. Deutschland, Zypern und Luxemburg).
Die Daten umfassen daher sowohl Opfer, die auf der Grundlage einer Meldung eines Anbieters
identifiziert wurden, als auch Félle, in denen beispielsweise die Opfer selbst oder ein Dritter die
Straftat angezeigt haben kénnten (z. B. Deutschland und Luxemburg). In anderen Féllen bezieht
sich die Zahl der identifizierten Opfer von sexuellem Missbrauch von Kindern nur auf
Staatsangehdrige des jeweiligen Landes oder auf Personen, die dort wohnen, sodass Kinder
anderer Staatsangehdrigkeit und nicht identifizierte Kinder ausgeschlossen sind (z. B. Lettland und
Litauen).
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AT

4/2

Tabelle 8: Anzahl der identifizierten Opfer im Kindesalter nach Geschlecht

9/4

13

3/3

Zahl der Kinder, die
auf der Grundlage der
Meldungen des
NCMEC identifiziert
wurden.

BE

Daten nicht verfiigbar.

BG

50/12

62

25/27

52

32/28

60

CY

102

106

131

Es liegen keine Daten
nach Geschlecht vor.
Die Gesamtzahlen
beziehen sich auf
Opfer in allen
untersuchten Fallen
der sexuellen
Ausbeutung von
Kindern.

Cz

45

53

5/15

20

Nur fur 2024 liegen
nach Geschlecht
aufgeschlusselte
Daten vor. Die im
Jahr 2024 erfassten
Kinder waren Opfer
von sexueller
Erpressung.
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DE

18 379

14 979/
4795

19774

19 344

Da in den Statistiken
nicht nach dem Grund

oder Ursprung der
Ermittlungen
unterschieden wird,
koénnen die Daten
Falle umfassen, die
ausschlieBlich
aufgrund einer
Meldung eines
Anbieters aufgedeckt
wurden, aber auch
Falle, die in keiner
Weise mit dem
Internet in
Zusammenhang
stehen.
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DK

62/70

132

22/35

57

62/43

105

Die Statistiken
basieren auf Zahlen

aus dem
Fallbearbeitungssyste
m der Polizei
(POLSAS) und sind
nicht endgultig, da
einige Falle noch
anhéngig sind.
Ebenso sind Kinder,
die auf andere Weise
identifiziert wurden,
zum Beispiel in
friheren Fallen oder
in einem
internationalen
Kontext, in den
Statistiken nicht
vertreten.

EE

24/23

47

22/29

51

19/14

33

EL

9/0

26/1

27

14/0

14

ES

80/39

119

Daten fiir 2023 und
2024 nicht Ubermittelt.
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Nicht

Die Zahl der Opfer im
Kindesalter dirfte
hoher sein, da ein
manueller Aufwand
erforderlich ist, um

Fl - . — 526 — 1045 einen Fall als Fall mit
verfligbar .
einem Opfer von
sexuellem Missbrauch
von Kindern im
Internet zu
klassifizieren.
FR - k. A. - 5 — 60
HR 4/0 4 6/0 6 6/17 23
Es liegen keine Daten
HU B 30 B 12 B 200 nach Geschlecht vor.
IE 25/26 51 50/65 115 20/53 73
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IT

385

434

500

Die festgestellten
Falle von sexueller
Erpressung betrafen:
21 Wund 111 M im
Jahr 2022, 20 W und
117 M im Jahr 2023,
21 W und 109 M im
Jahr 2024.

Die Falle von
Grooming betrafen:
75Wund 46 M im
Jahr 2022, 81 W und
82 M im Jahr 2023,
124 W und 11 M im
Jahr 2024.
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LT

10

25

21

Die Zahlen beziehen
sich auf Kinder, die
als Opfer identifiziert
wurden und
Staatsangehorige
Litauens sind oder
dort ihren Wohnsitz
haben. Die meisten
Ermittlungen betreffen
nicht identifizierte
Kinder, vor allem im
Zusammenhang mit
Material, das im
Ausland angefertigt
wurde.

LU

3/0

1/0

Die Zahlen stehen
nicht unbedingt mit
der Online-
Aufdeckung im
Zusammenhang.

LV

5/1

8/0

Die Zahlen beziehen
sich ausschlieBlich auf
Kinder, die in Lettland
wohnen.
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MT

2/4

408/470/11

889

9/9

18

Die Daten fir 2023
beziehen sich auf

Kinder, die von der
Stiftung fur
Sozialflrsorgedienste
(FSWS) identifiziert
wurden, wéhrend sich
die Daten fiur 2022
und 2024 auf
Strafverfolgungsstatist
iken beziehen.

NL

k. A.

676

359

Es liegen keine Daten
nach Geschlecht vor.

PL

520/82/23

566

133/34/140

307

109/25

134

PT

Daten nicht
Ubermittelt
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RO

Daten nicht
Ubermittelt Es wurden
keine rumanischen
Opfer oder in
Rumaéanien
angefertigten
Materialien
identifiziert, was RO
darauf zurlckfihrt,
dass die meisten
Materialien bereits
international bekannt
sind.
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SE

3/0

16/10/2

28

53/65

118

Kinder, die in Fallen
identifiziert wurden,
die nicht zu
polizeilichen
Meldungen fiihrten,
werden aus den
Statistiken
ausgeschlossen. In
einigen Fallen fuhrten
die Ermittlungen,
selbst wenn das Opfer
identifiziert wurde,
nicht
notwendigerweise zu
einer Verurteilung.
Die Zahl der tber
Chatprotokolle
identifizierten Kinder
ist in den Statistiken
enthalten.
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Die statistischen

Daten stammen aus
der aktuellen

Sl 83/15 98 121/38 159 161/30 191 Datenbank und
kdnnen sich noch
andern.

SK 11/6 17 3/2 5 712 9

INSGES

AMT 20071 23329 22 473
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Da die Mitgliedstaaten flr die betreffenden Zeitrdume zumeist unvolistandige Zahlen meldeten
oder nicht differenzieren konnten, ob die Ermittlungen durch freiwillige Aufdeckung angestoRRen
wurden, und einige Mitgliedstaaten keine Daten Ubermittelten, ist es nicht mdglich, die
Gesamtzahl der Kinder, die auf der Grundlage von Meldungen Uber sexuellen Missbrauch von
Kindern im Internet in der EU als Opfer identifiziert wurden, zu berechnen. Aus den von den
Mitgliedstaaten bereitgestellten Daten und Informationen geht jedoch hervor, dass eine
betrachtliche Anzahl von Opfern durch die freiwillige Meldung gemal der Verordnung
identifiziert wurde.

2.2.3. Zahl der verurteilten Téater

Wahrend die meisten Mitgliedstaaten ihrer Verpflichtung nachgekommen sind, Statistiken tber
die Zahl der verurteilten Tater vorzulegen, haben drei Mitgliedstaaten keine Daten gemaR Artikel 8
Absatz 1 Buchstabe ¢ der Verordnung vorgelegt (Belgien, Zypern und Spanien). Mehrere
Mitgliedstaaten haben fir mindestens eines der betreffenden Jahre keine Statistiken gemaf
Artikel 8 Absatz 1 Buchstabe ¢ vorgelegt, hauptséchlich weil keine Daten verfligbar waren
(Belgien, Deutschland, Irland, Spanien, Frankreich, Zypern, Malta, Portugal und Finnland).

Die Mitgliedstaaten meldeten zumeist fragmentierte und unvollstandige Daten (ber die Zahl der
verurteilten Tater und verwendeten unterschiedliche Kriterien fur die Erfassung der einschlagigen
Informationen, wie aus der nachstehenden Tabelle hervorgeht.
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Tabelle 9: Zahl der verurteilten Téater

AT | 768 323 334
BE |_ B B Aufgrund technischer Probleme stehen die Daten erst
Ende 2025 zur Verfiigung.
BG |17 52 60
: ich D ich Es liegen keine Statistiken vor, da die Polizeibeamten nicht
CYy Keine . Date“n nicht atgn nicht immer Uber den Ausgang von Gerichtsverfahren informiert
Verurteilungen verfiigbhar verflighar
werden.
Ccz |33 25 12
Die Bundesregierung gab an, tiber keine Daten zu
Strafverfahren zu verfligen, da diese Daten ausschlieBlich
Daten nicht von Staatsanwélten und Ger_icr_]ten in den 16 Bundeslandern
DE 1847 1779 verfiigbar erhoben und nur an das Statistische Bundesamt (StBA)
Ubermittelt wurden. Die Bundesregierung hat auf der
Website des StBA Zahlen fur 2022 und 2023 gefunden, die
sie hier gemeldet hat.
Die Statistiken basieren auf den Zahlen aus POLSAS und
sind nicht endguiltig, da einige Falle noch anhangig sind.
DK | 318 175 44 Aufgrund der Besonderheiten der nationalen Datenerhebung
unterliegen sie zudem einer Reihe von Einschrankungen.
Die Zahlen umfassen nur Verurteilungen infolge der
EE 1 13 4 Meldungen des NCMEC, die von Google, Dropbox,
Facebook Messenger, Instagram Messenger, KIK
Messenger, Snapchat und Twitch bereitgestellt wurden.
EL 10 13 18
Daten nicht I__Die Za_hlen 2u Qen ve_rurteilten Tatern v_verden_noch _
IE verfiigbar 80 72 Uberpruft. Die Ubermittelten Daten beziehen sich auf die

Anklagen und Vorladungen pro Kalenderjahr.
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ES

Daten nicht
verfiighar

Daten nicht Ubermittelt

Fl

Daten nicht
verfligbar

3621

Daten nicht
verfligbar

Die fiir 2023 vorgelegten Statistiken beziehen sich auf die
Gesamtzahl der Verurteilungen fir alle Straftaten im
Zusammenhang mit sexuellem Missbrauch von Kindern
(d. h. sowohl im Internet als auch offline). Im Jahr 2023
traten neue Rechtsvorschriften uber Sexualstraftaten in
Kraft, die Statistiken enthalten allerdings auch die Zahl der
im Jahr 2023 nach dem alten Strafgesetzbuch verurteilten
Personen.

FR

1124

1223

Daten nicht
verflighar

HR

157

146

155

HU

16

12

627

668

395

Die Daten sind aufgrund unvollstandiger Angaben von
Gerichten zu niedrig angesetzt. Die Daten flir 2024 umfassen
im Vergleich zu den Daten flir 2022 und 2023
Verurteilungen fur eine geringere Bandbreite an Straftaten.

LT

LU

11

20

21

In den Statistiken wird nicht zwischen online und offline
begangenen Straftaten unterschieden. Darlber hinaus
kénnen Verurteilungen, die fur die angegebenen Jahre
Ubermittelt wurden, mit Verurteilungen aus den Vorjahren
verknupft sein.

LV

12

15

Nach Geschlecht wurden die Daten wie folgt
aufgeschlusselt: 1 mannliches Opfer im Jahr 2022,
1 weibliches und 11 méannliche Opfer im Jahr 2023,
15 mannliche Opfer im Jahr 2024.

MT

Keine Daten nach Jahr verfugbar
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Bei den Zahlen handelt es sich um Anhaltspunkte, sie sind

NL 190 240 240 auf die Zehnerstellen gerundet und die jingsten Zahlen sind
noch vorlaufig.
PL 194 144 125
pT 3 3 Datgp nicht
verflighar
RO |[690 804 715
SE 123 95 14 Die Zahl betrifft nur Verurteilungen im Zus:arr_lmenhang_ mit
Meldungen des NCMEC und nach rechtskraftigen Urteilen.
Sl 19 22 26
Die Statistiken fur 2024 sind nicht endgultig. In den Daten
aus den Jahren 2022 und 2023 wird weder zwischen der Zahl
SK 137 118 195 der Verurteilungen aufgrund von Meldungen des NCMEC

und Verurteilungen aufgrund anderer Meldungen noch
zwischen online und offline begangenen Straftaten
unterschieden.

38



https://www.parlament.gv.at/le/link?gp=XXVIII&ityp=EU&inr=52306&code1=RMA&code2=&gruppen=Link:PT%203;Code:PT;Nr:3&comp=PT%7C3%7C
https://www.parlament.gv.at/le/link?gp=XXVIII&ityp=EU&inr=52306&code1=RMA&code2=&gruppen=Link:PT%203;Code:PT;Nr:3&comp=PT%7C3%7C
https://www.parlament.gv.at/le/link?gp=XXVIII&ityp=EU&inr=52306&code1=RMA&code2=&gruppen=Link:SE%20123;Code:SE;Nr:123&comp=SE%7C123%7C
https://www.parlament.gv.at/le/link?gp=XXVIII&ityp=EU&inr=52306&code1=RMA&code2=&gruppen=Link:SE%20123;Code:SE;Nr:123&comp=SE%7C123%7C

Die Zahl der Verurteilungen entspricht nicht der Zahl der verurteilten Téter, da eine Person flr
eine oder mehrere Straftaten im Zusammenhang mit sexuellem Missbrauch von Kindern im
Internet verurteilt worden sein kann. AuBerdem sind die Statistiken Uber Verurteilungen, die flr
einen bestimmten Zeitraum gemeldet werden, nicht unbedingt mit den in diesem Zeitraum
eingegangenen Meldungen verbunden (z. B. Estland und Luxemburg). In einigen Féllen wurden
keine statistischen Daten darlber erhoben, ob Meldungen uber sexuellen Missbrauch von Kindern
im Internet (z. B. Gber das NCMEC) zu Verurteilungen gefiihrt haben oder ob die Verurteilungen
auf Informationen zurickzufuhren waren, die von einem Anbieter oder einer 6ffentlichen
Organisation ubermittelt wurden. Nur Estland und Schweden bestatigten ausdrticklich, dass in den
Statistiken nur Verurteilungen aufgrund von Meldungen des NCMEC erfasst wurden. Viele
Mitgliedstaaten (Bulgarien, Dédnemark, Italien, die Niederlande und die Slowakei) gaben an, dass
die Zahlen nicht endgultig seien, da die Ermittlungen noch nicht abgeschlossen oder die Félle noch
anhangig oder Gegenstand von Beschwerdeverfahren seien. In bestimmten Fallen wird bei den
von den Mitgliedstaaten gemeldeten Daten nicht zwischen online und offline begangenen
Straftaten unterschieden (Luxemburg, Slowakei, Finnland und Schweden).

Aufgrund der Art und Weise, wie statistische Daten auf nationaler Ebene erhoben werden, ist kein
umfassender Uberblick tiber die Zahl der Tater, die in der EU wegen sexuellen Missbrauchs von
Kindern im Internet verurteilt wurden, mdglich. Ebenso wenig ist es auf der Grundlage der
verfugbaren Daten derzeit moglich, eine eindeutige Verbindung zwischen diesen Verurteilungen
und den Meldungen herzustellen, die von Anbietern und Organisationen, die im 6ffentlichen
Interesse gegen sexuellen Missbrauch von Kindern vorgehen, in bestimmten Berichtszeitrdumen
vorgelegt werden.

2.3. Entwicklungen des technischen Fortschritts

Zu den Technologien, die derzeit zur Aufdeckung von sexuellem Missbrauch von Kindern im
Internet eingesetzt werden, gehoren Technologien und Tools zur Erkennung von bekanntem
Material tber sexuellen Missbrauch von Kindern (d. h. Material, das zuvor als Material tber
sexuellen Missbrauch von Kindern bestatigt wurde), von neuem Material Uber sexuellen
Missbrauch von Kindern (d.h. anderem Material als bekanntem Material (ber sexuellen
Missbrauch von Kindern) und von Kontaktaufnahmen zu Kindern fur sexuelle Zwecke (auch als
,Grooming* bezeichnet).

In der folgenden nicht erschopfenden Liste von Beispielen sind einige der am haufigsten
verwendeten  Instrumente  aufgeflhrt.  Viele dieser Tools werden  Anbietern,
Strafverfolgungsbehérden und anderen Organisationen, die ein berechtigtes Interesse nachweisen
konnen, zur Verfugung gestellt. Diese Tools werden in der Regel mit einer menschlichen
Uberpriifung kombiniert, um die Genauigkeit zu verbessern.
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2.3.1. Aufdeckung von bekanntem Material iber sexuellen Missbrauch von Kindern

Bestehende Technologien zur Erkennung von bekanntem Material Uber sexuellen Missbrauch von
Kindern im Internet stitzen sich auf die automatische Analyse von Inhalten®> und basieren in der
Regel auf Hashing. Die Hashing-Technologie ist eine Art digitaler Fingerabdruck. Dabei wird eine
eindeutige digitale Signatur (ein ,,Hash*) eines Bildes erstellt, die dann mit Signaturen (Hashs)
anderer Bilder verglichen wird, um Kopien desselben Bildes zu finden. Mit dieser Technologie
werden nur Ubereinstimmende Hashes erkannt, Material, das nicht mit dem Hash tbereinstimmt,
wird nicht ,,gesehen®. Diese Hash-Werte sind nicht umkehrbar und kdnnen daher nicht zur
Wiederherstellung eines Bildes verwendet werden.

Es gibt viele Varianten und Umsetzungen der Hashing-Technologie, darunter kryptografisches
Hashing zur Identifizierung exakter Ubereinstimmungen und perzeptuelles Hashing zur
Identifizierung visuell ahnlicher Inhalte, auch mit geringfiigigen Anderungen (z. B. Bilder, die
zugeschnitten, in der Grol3e verandert oder mit einem Filter versehen wurden)*®. Zu den Tools, die
zur Aufdeckung von bekanntem Material tber sexuellen Missbrauch von Kindern eingesetzt
werden, gehoren: i) Microsoft PhotoDNAY, ii) Google CSAI Match*é, iii) Apple NeuralHash, iv)
PDQ und TMK+PDQF?*, v) MD5 Hash Matching und vi) Safer (Thorn)®.

Das am haufigsten verwendete Tool ist Microsoft PhotoDNA, das seit mehr als 15 Jahren im
Einsatz ist. Der Anteil der falsch positiven Ergebnisse wird auf der Grundlage von Tests auf
hochstens 1 von 50 Milliarden?* geschatzt. Wahrend das urspriingliche PhotoDNA bekanntes
Material von sexuellem Missbrauch von Kindern in Bildern erkennt, ist auch eine Version fur die
Erkennung von sexuellem Missbrauch von Kindern in Videos verfligbar?.

Die Technologie wird fortlaufend verbessert. Im Mai 2023 kindigte Microsoft die Einfuhrung
neuer Abgleichsfunktionen an, die eine schnellere Suche (ca. 350-mal schneller) erméglichen und
gleichzeitig die Kosten des Abgleichsprozesses senken, ohne die Genauigkeit zu beeintrachtigen.
Laut Microsoft ermoglicht die neue Bibliothek auch eine umfassendere Erkennung von
gespiegelten oder gedrehten Bildern.

15 Die Anbieter sind der Ansicht, dass Metadaten kein wirksames Mittel zur Aufdeckung von Material Uber
sexuellen Missbrauch von Kindern im Internet darstellen. Siehe z. B. Pfefferkorn, R., ,,Content-Oblivious Trust
and Safety Techniques: Results from a Survey of Online Service Providers® in Journal of Online Trust and Safety,
Vol. 1, No 2, Stanford Internet Observatory, 28. Februar 2022.

16 Tech Coalition, ,,Annual Report 2024, 2024, S. 28.

1" Microsoft, ,,PhotoDNA | Microsoft®, abgerufen am 26. Mai 2025. Siehe auch Microsoft, ,,How PhotoDNA for
Video is being used to fight online child exploitation — On the Issues”, 12. September 2018, abgerufen am 26. Mai
2025.

18 Google, ,,Discover our child safety toolkit“, abgerufen am 26. Mai 2025.

19 Meta, ,,Open-Sourcing Photo- and Video-Matching Technology to Make the Internet Safer«, 1. August 2019,
abgerufen am 26. Mai 2025. Siehe auch Medium, ,,lmage Similarity: PDQ algorithm for real-time similarity
comparison against image store | by Darwinium | Medium®, 4. Juli 2022, abgerufen am 26. Mai 2025.

20 Safer, ,,Power trust and safety with purpose-built solutions*, abgerufen am 26. Mai 2025.

21 Farid H., House Committee on Energy and Commerce, Fostering a healthier Internet to protect consumers,
Testimony, 16. Oktober 2019.

22 Microsoft, ,,How PhotoDNA for video is being used to fight online child exploitation®, 12. September 2018,
abgerufen am 26. Mai 2025.
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2.3.2. Aufdeckung von neuem Material tber sexuellen Missbrauch von Kindern

Zu den Technologien, die derzeit zur Aufdeckung neuen Materials Uber sexuellen Missbrauch von
Kindern eingesetzt werden, gehoren Klassifikatoren und KI. Ein Klassifikator ist ein Algorithmus,
der Daten durch Mustererkennung in gekennzeichnete Klassen oder Informationskategorien
sortiert. Mit einem Kilassifikator kdnnen zum Beispiel Nacktheit, Formen oder Farben erkannt
werden. Klassifikatoren miissen anhand von Daten trainiert werden, und ihre Genauigkeit nimmt
mit der Menge der eingespeisten Daten zu.

Zu den Tools zur Aufdeckung von neuem Material Gber sexuellen Missbrauch von Kindern im
Internet gehdren: i) Safer Predict (Thorn)%, ii) Google Content Safety API** und iii) die Kl-
Technologie von Facebook?®.

Bei der Erkennung neuen Materials Uber sexuellen Missbrauch von Kindern kann die
Genauigkeitsrate (definiert als Vermeidung falsch positiver Ergebnisse) deutlich tiber 90 % liegen.
Thorn gibt beispielsweise an, dass sein Klassifikator fur Material Uber sexuellen Missbrauch von
Kindern im Internet eine Genauigkeitsrate von 99 % erreichen kann (sowohl fir bekanntes als
auch fiir neue Material), was einer Falsch-Positiv-Rate von 0,1 % entspricht?®. Diese Messwerte —
und die entsprechende Falsch-Negativ-Rate — durften sich mit zunehmender Nutzung und
zunehmenden Riickmeldungen verbessern.

Die Branche ist immer besser in der Lage, neues Material iber sexuellen Missbrauch von Kindern
aufzuspdren: Ein Beispiel hierflr ist das neue Tool zur Aufdeckung von Material tber sexuellen
Missbrauch von Kindern, das von Discord unter Verwendung von CLIP (einem urspriinglich von
OpenAl entwickelten Open-Source-Algorithmus) entwickelt und darauf trainiert wurde, Bilder
und Texte in Beziehung zu setzen, wodurch das Tool die semantischen Verbindungen zwischen
diesen Inhalten verstehen kann. Durch die Anwendung dieser Methode auf die Erkennung von
Material Gber sexuellen Missbrauch von Kindern konnte das Tool mit positiven Ergebnissen
sowohl bekanntes als auch unbekanntes Material tber sexuellen Missbrauch von Kindern
erkennen. Discord hat diese Technologie quelloffen gestaltet, um die Innovation kostenlos mit
anderen Unternehmen zu teilen und zu einer umfassenderen Bekdmpfung von Material tber
sexuellen Missbrauch von Kindern im Internet beizutragen®’.

2.3.3. Aufdeckung von Kontaktaufnahmen zu Kindern fir sexuelle Zwecke

Um Grooming rechtzeitig zu erkennen, also bevor das Kind sexuelles Material weitergibt, sind
anders als beim Austausch von Bildern oder Videos vor allem textbasierte Tools relevant. Tools
zur Erkennung von Grooming in textbasierter Kommunikation erkennen Muster, die auf Grooming

2 Thorn, ,Introducing Safer Predict: using the power of Al to detect Child Sexual Abuse and Exploitation Online*,
19. Juli 2024, abgerufen am 26. Mai 2025.

2 Google, ,,Fighting child sexual abuse online”, abgerufen am 26. Mai 2025.

% Weitere Informationen tiber das Facebook-Tool zur proaktiven Erkennung von Nacktheit von Kindern und bisher
unbekannten Inhalten tber die Ausbeutung von Kindern mithilfe von kiinstlicher Intelligenz und maschinellem
Lernen finden Sie hier und hier.

% Thorn, Thorn’s Automated Tool to Remove Child Abuse Content at Scale Expands to More Platforms through
AWS Marketplace, 24. Mai 2021.

27 Tech Coalition, ,,Annual Report 2024“, 2024, S. 28.
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hindeuten, ohne auf den Inhalt schlieBen zu kdnnen. Verdachtige Gesprache werden anhand
mehrerer Merkmale bewertet und mit einem Gesamtwahrscheinlichkeitswert versehen, der angibt,
wie wahrscheinlich es ist, dass es sich bei dem Gesprach um Grooming handelt. Diese
Bewertungen konnen dazu dienen, Gesprache fiir eine zusatzliche menschliche Uberpriifung zu
kennzeichnen. Ahnlich wie bei der Erkennung von Material (iber sexuellen Missbrauch von
Kindern kann das Unternehmen entscheiden, wo die Wahrscheinlichkeitsschwelle festgelegt wird,
mit den gleichen Folgen wie oben im Hinblick auf falsch positive oder negative Ergebnisse: Eine
héhere Wahrscheinlichkeitsschwelle bedeutet, dass weniger Félle, bei denen es sich nicht um
Grooming handelt, zur Uberpriifung angezeigt werden, aber auch, dass mehr Falle von Grooming
ubersehen werden kdnnen.

Fur die Texterkennung werden u. a. die folgenden Tools verwendet: i) Projekt Artemis von
Microsoft?®, ii) Amazon Rekognition®, iii) Spirit Al-Technologie von Twitch®, iv) auf
maschinelles Lernen ausgelegter ,,Ranking“-Klassifikator von Meta (Kombination aus interner
Sprachanalysetechnik und Metadaten), v) Chat-Filterung von Roblox3®*, vi) Yubo-Tool zur
Erkennung von Grooming, vii) Texterkennungs-Tool von Safer Predict®? und viii) Textmoderation
von Hive®.

Yubo gab an, dass die Genauigkeitsrate bei der textbasierten Erkennung von Grooming in seinen
Diensten durchschnittlich 87 %3 erreichte, d. h. von 100 Fallen mutmalRlichen Groomings, die
automatisch an menschliche Moderatoren gemeldet wurden, wurden 87 als Grooming bestatigt.
Aus Untersuchungen geht hervor, dass Methoden des maschinellen Lernens zur Erkennung von
Online-Grooming eine Genauigkeit von 92 % erreichen kénnen und sich fir die Erfassung

2 Das Projekt Artemis von Microsoft wurde in Zusammenarbeit mit The Meet Group, Roblox, Kik und Thorn
entwickelt.

2 Amazon, Amazon ,.Rekognition. Siehe auch Amazon, ,What is Amazon Rekognition?“, abgerufen am 26. Mai
2025.

80 Nihere Informationen siehe: Twitch, ,,Our Ongoing Work to Combat Online Grooming*, 22. November 2022,
abgerufen am 26. Mai 2025.

81 Roblox filtert Posts und Chats von Spielern unter 12 Jahren auf unangemessene Inhalte und verhindert, dass
personliche Informationen wie Wohnadressen veroffentlicht werden. Dieses Filtersystem deckt alle 6ffentlichen
und privaten Kommunikationsbereiche auf Roblox ab. Roblox, ,,Safety Features: Chat, Privacy & Filtering“,
abgerufen am 26. Mai 2025.

82 Sjehe: Safer, ,,Enhancing Platform Safety: insights from Safer Predict’s Text Detection Beta Period®, 29. Juli
2024 und ,,Announcing Safer Predict: Al-Driven CSAM & CSE Detection®, 19. Juli 2024, abgerufen am 26. Mai
2025.

3 Hive Moderation, , Automated Models with a human-level understanding of textual content und ,,Text
Moderation — Overview*, abgerufen am 26. Mai 2025. Das Textklassifizierungsmodell wird auf der Grundlage
eines groRen eigenen Korpus gekennzeichneter Daten aus zahlreichen Bereichen (einschlieflich, aber nicht
beschréankt auf soziale Medien, Chat- und Livestream-Apps) trainiert und ist in der Lage, vollstandige Satze samt
sprachlicher Feinheiten zu interpretieren. Algorithmen zum Abgleich von Mustern durchsuchen Satze auf eine
Reihe vordefinierter Muster, die h&ufig mit schadlichen Inhalten, einschlieBlich sexuellen Missbrauchs von
Kindern, in Verbindung gebracht werden.

3 Yubo, ,,CSAM EU Reporting obligations*, 31. Januar 2025, abgerufen am 26. Mai 2025. Yubo zufolge wird die
Genauigkeit als die Zahl der automatisch als Grooming gekennzeichneten Falle, die nach menschlicher
Uberpriifung als solche bestatigt wurden, berechnet.
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komplexer, nichtlinearer Muster, die fur die Analyse nuancierter Online-Interaktionen unerlasslich
sind, hervorragend eignen.

Das Tool Safer Predict Text Detection nutzt ein Modell zur Klassifizierung von Texten mit
maschinellem Lernen, um sexuelle Ausbeutung von Kindern aufzudecken. Es analysiert Texte und
weist eine Risikobewertung zu. Letzteres erfolgt auf der Grundlage der Wahrscheinlichkeit, dass
die Inhalte mit schadlichem WVerhalten in Verbindung stehen, wie z. B. Nachrichten im
Zusammenhang mit dem Austausch von Material Uber sexuellen Missbrauch von Kindern,
einschlieBlich selbst erzeugter Inhalte, sowie Nachrichten im Zusammenhang mit Missbrauch und
sexueller Erpressung von Kindern offline.

Derzeit werden weitere Kl-Instrumente zur Bekampfung von Online-Grooming entwickelt. Im
Rahmen des Projekts CESAGRAM der Organisation Missing Children Europe, bei dem es darum
geht, die Mechanismen hinter Grooming zu verstehen und zu unterbinden, ist beispielsweise
geplant, ein KI-Tool zu entwickeln, das dabei hilft, Grooming durch sprachliche Analysen zur
Erkennung von Grooming-Aktivitdten auf der Grundlage von Techniken zur Verarbeitung
natlrlicher Sprache zu verhindern®®.

2.3.4. Einsatz generativer KI zum Zweck des sexuellen Missbrauchs von Kindern

Die Bedrohungslage im Zusammenhang mit dem Missbrauch generativer Kl fur den sexuellen
Missbrauch von Kindern hat sich in den letzten Jahren rasch weiterentwickelt. Weithin verfuigbare
Tools der generativen KI (auch ,,GKI*) konnen instrumentalisiert werden, um Kindern zu schaden,
und so wird die Technologie zunehmend fur die sexuelle Ausbeutung von Kindern genutzt. Diese
Technologie lasst sich verwenden, um Bilder zu erstellen oder zu veréndern, Leitlinien fir das
Grooming oder den Missbrauch von Kindern bereitzustellen oder auch das Erlebnis eines
expliziten Chats mit einem Kind zu simulieren. Im Jahr 2024 meldete das NCMEC einen Anstieg
der Meldungen im Zusammenhang mit generativer KI um 1 325 %: von 4 700 Meldungen im
Jahr 2023 auf 67 000 im Jahr 2024%". Dariiber hinaus wurden bei einer Momentaufnahmenstudie
der IWF zu einem Dark-Web-Forum mit Darstellungen von sexuellem Missbrauch von Kindern
mehr als 20 000 KI-generierte Bilder gefunden, die innerhalb eines Monats gepostet wurden und
auf denen mehr als 3 000 kriminelle Aktivitaten in Verbindung mit sexuellem Missbrauch von
Kindern dargestellt waren3®,

% Leiva-Bianchi, M. et al. (Hrsg.), Effectiveness of machine learning methods in detecting grooming: a systematic
meta-analytic review, in Scientific Reports 15, No 9008, 2025. Die Studie umfasst eine systematische
Uberpriifung und Metaanalyse des Einsatzes von Methoden des maschinellen Lernens zur Erkennung von Online-
Grooming. Die Ergebnisse untermauern, dass bestimmte Algorithmen wirksam sind und zur Identifizierung von
Cyberkriminellen beitragen. In der Studie werden Genauigkeit als Indikator fiir die allgemeine Korrektheit des
Modells in seinen VVorhersagen und Prazision als die Zahl der genau nachgewiesenen positiven Falle definiert.

3 Nahere Informationen siehe: Missing Children Europe, ,,CESAGRAM®, abgerufen am 26. Mai 2025.

37 NCMEC, ,,2024 CyberTipline Report*, 2024, abgerufen am 26. Mai 2025.

% Internet Watch Foundation, ,,Artificial Intelligence (Al) and the Production of Child Sexual Abuse Imagery*,
abgerufen am 26. Mai 2025.
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Straftater nutzen GKI auf unterschiedliche Weise fiir die Ausbeutung von Kindern, unter anderem
wie nachstehend aufgefiihrt®.

e Text zu Text: Mithilfe von Prompts werden Leitfaden/Anleitungen/VVorschlage zur
Kontaktaufnahme mit Kindern und zum sexuellen Missbrauch von Kindern erstellt.

e Text zu Bild: Durch Prompts werden neue Materialien tiber sexuellen Missbrauch von
Kindern generiert oder Anderungen an bereits hochgeladenen Dateien vorgenommen, um
daraus sexuelle Darstellungen zu machen.

e Bild zu Bild (Anderung von bekanntem Material tiber sexuellen Missbrauch von Kindern
zum Erstellen von neuem Material iber sexuellen Missbrauch von Kindern): Hochladen
von bekanntem Material Gber sexuellen Missbrauch von Kindern, um auf der Grundlage
vorhandener Bilder neues Material tiber sexuellen Missbrauch von Kindern zu generieren,
unter anderem durch Anderungen oder Erganzungen neuer missbrauchlicher Elemente
(z. B. Fesseln oder andere Formen des Missbrauchs) auf vorhandenen Bildern.

e Bild zu Bild (Anderung eines unverfanglichen Bildes zu einem ausbeuterischen Bild):
Hochladen unverfénglicher Bilder eines Kindes, um sexuell eindeutige oder ausbeuterische
Bilder des Kindes zu erzeugen (z. B. Auszieh-Apps). GKI wird unter anderem auf diese
Weise eingesetzt, um Kinder mit sexuellen Darstellungen finanziell zu erpressen.

Das NCMEC hat darauf hingewiesen, dass regulierte Sicherheitsprotokolle fehlen, dass sich GKI-
Tools durch Apps, Plattformen und Quelloffenheit rasant verbreitet haben und dass sich diese
Technologie relativ einfach nutzen lasst. Darlber hinaus bringt die Verbreitung von KiI-
generiertem Material tiber sexuellen Missbrauch von Kindern unter anderem im Hinblick auf die
Identifizierung von Opfern neue und erhebliche Herausforderungen fiir die
Strafverfolgungsbehtérden mit sich, da nur schwer festzustellen ist, ob die Bilder real oder
synthetisch sind, sodass moglicherweise von Féllen, in denen es um reale Kinder geht, die dringend
geschiitzt werden miissen, Ressourcen abgelenkt werden?.

3.  SCHLUSSFOLGERUNGEN

Von den Anbietern ergriffene Durchfiihrungsmal3nahmen

Aus den Berichten der Anbieter ging hervor, dass sie im Rahmen der Verordnung mit einer
Vielzahl von Aufdeckungstechnologien und -verfahren sexuellen Missbrauch von Kindern im
Internet aufgedeckt und gemeldet haben. Alle Anbieter gaben an, diese Berichte an das NCMEC
zu Ubermitteln. Fur das Jahr 2024 sind die Anbieter nicht ihrer Verpflichtung nachgekommen, den
Bericht Uber die Verarbeitung personenbezogener Daten unter Verwendung des
Standardformulars  vorzulegen, das in dem am 25. November 2024 erlassenen
Durchfuhrungsrechtsakt der Kommission festgelegt ist. Infolgedessen sind die vorgelegten

39 NCMEC, Testimony of Michelle DeLaune, President and CEO National Center for Missing & Exploited Children,
to the United States Senate Committee on the Judiciary Subcommittee on Crime and Counterterrorism, ,,Ending
the Scourge: the need for the STOP CSAM Act®, 11. Marz 2025, S. 2-4.

40 NCMEC, Testimony of Michelle DeLaune, President and CEO National Center for Missing & Exploited Children,
to the United States Senate Committee on the Judiciary Subcommittee on Crime and Counterterrorism, ,,Ending
the Scourge: the need for the STOP CSAM Act, 11. Mérz 2025, S. 4.
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Berichte nach wie vor mit Méngeln behaftet, durch die die Vergleichbarkeit der Daten insgesamt
beeintrachtigt wird.

Von den Mitgliedstaaten ergriffene Durchfihrungsmaflinahmen

Die von den Mitgliedstaaten vorgelegten Berichte weisen nach wie vor dhnliche Probleme auf wie
im ersten Bericht Gber die Durchfuhrung der Verordnung aufgezeigt. Die von den Mitgliedstaaten
ubermittelten Daten erscheinen unvollstandig und fragmentiert. Daher ist es nicht moglich, einen
umfassenden und zuverlassigen Uberblick tber die Zahl der gemeldeten Falle von sexuellem
Missbrauch von Kindern im Internet, die Zahl der identifizierten Kinder und die Zahl der
verurteilten Tater zu geben. Durch die Unterschiede zwischen den Daten des NCMEC und den
Daten der Mitgliedstaaten wird bestétigt, dass die Datenerhebung und die Berichterstattung der
Mitgliedstaaten nach wie vor erhebliche Méngel aufweisen.

Allgemeine Erwagungen

Insgesamt werden in diesem Bericht sowohl bei den Anbietern als auch den Mitgliedstaaten
erhebliche Unterschiede bei der Berichterstattung tber Daten zur Bekampfung des sexuellen
Missbrauchs von Kindern im Internet im Rahmen der Verordnung deutlich. Stérkere
Standardisierung der verfiigbaren Daten und der entsprechenden Meldungen.

Aus den verfugbaren Daten geht hervor, dass Material, das automatisch als mogliches Material
iiber sexuellen Missbrauch von Kindern gekennzeichnet wird, bei menschlicher Uberpriifung zwar
mit Uberwaltigender Mehrheit als solches bestatigt wird, dass sich dabei jedoch herausstellen kann,
dass es sich bei einem kleinen Bruchteil davon nicht um Material tiber sexuellen Missbrauch von
Kindern handelt. Der Anteil falsch positiver Ergebnisse liegt bei einigen Tools zwar bei lediglich
1 von 50 Milliarden, jedoch ist dieser Anteil unter anderem davon abhéngig, ob der Anbieter
entscheidet, die Genauigkeitseinstellungen des Tools anzupassen, damit falsch negative
Ergebnisse minimiert werden, was einen Anstieg falsch positiver Ergebnisse zur Folge hétte, die
anschlieBend durch menschliche Uberpriifung herausgefiltert werden miissen.

Aus den Daten geht auBerdem hervor, dass die Zahl der Uberpriifungsantrage und die Erfolgsquote
der Uberpriifungen stark schwanken, sodass keine Schlussfolgerungen gezogen werden konnen,
da die Anbieter insbesondere (iber den Umfang der Uberpriifungsantrage und die Griinde fiir die
Wiederherstellung keine Informationen vorgelegt haben.

In Bezug auf die Anforderungen von Artikel 9 Absatz 2 uber die Bedingungen fir die
Verarbeitung von Daten geht aus den (bermittelten Informationen hervor, dass es sich bei den
verwendeten Technologien um technologische Anwendungen handelt, die ausschlieBlich dazu
bestimmt sind, Material Uber sexuellen Missbrauch von Kindern im Internet aufzuspiren und zu
entfernen und dieses Material den Strafverfolgungsbehoérden und Organisationen, die im
offentlichen Interesse gegen den sexuellen Missbrauch von Kindern vorgehen, zu melden. Die
Anbieter legten keine Informationen dariiber vor, ob die Technologien nach dem neuesten Stand
der Technik eingesetzt wurden und so wenig wie moglich in die Privatsphare eingreifen und ob
eine vorherige Datenschutz-Folgenabschatzung gemal Artikel 35 der Verordnung (EU) 2016/679
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und eine vorherige Konsultation gemaR Artikel 36 der genannten Verordnung durchgefiihrt
worden waren.

Was die VerhaltnisméaRigkeit der Verordnung (EU) 2021/1232 betrifft, so stellt sich die Frage, ob
mit der Verordnung das angestrebte Gleichgewicht zwischen dem im Allgemeininteresse
liegenden Ziel der wirksamen Bekdmpfung der in Rede stehenden schwersten Straftaten und der
Notwendigkeit des Schutzes der Grundrechte von Kindern (z. B. Wirde, Unversehrtheit, Verbot
unmenschlicher oder erniedrigender Behandlung, Schutz der Privatsphére, Rechte des Kindes
usw.) einerseits und dem Schutz der Grundrechte der Nutzer der betreffenden Dienste (z. B. Schutz
der Privatsphare, Schutz personenbezogener Daten, Recht auf freie Meinungséullerung, Recht auf
einen wirksamen Rechtsbehelf usw.) andererseits gewahrt wird. Die verfiigbaren Daten reichen
nicht aus, um eine endgultige Antwort auf diese Frage zu geben. Angesichts der Tatsache, dass
sexueller Missbrauch erhebliche negative Auswirkungen auf das Leben und die Rechte eines
Kindes hat, ist es weder moglich noch angemessen, bei der Bewertung der VerhéltnismaRigkeit
einen numerischen MaRstab in Bezug auf die Zahl der geretteten Kinder anzuwenden. In
Anbetracht der vorstehenden Ausfuihrungen liegen jedoch keine Anhaltspunkte dafiir vor, dass die
Ausnahme nicht verhaltnismagig ist.

Zwar ist es aufgrund der Unzulanglichkeiten der Daten nicht moglich, ein vollstandiges Bild zu
erhalten, doch deuten die verfugbaren Daten darauf hin, dass im Berichtszeitraum Tausende von
Kindern identifiziert und Millionen von Bildern und Videos aus dem Verkehr gezogen wurden,
wodurch die sekundéare Viktimisierung verringert wurde. Daher scheint die freiwillige Meldung
im Einklang mit dieser Verordnung einen wesentlichen Beitrag zum Schutz einer grof3en Zahl von
Kindern, unter anderem vor anhaltendem Missbrauch, zu leisten.

Gleichzeitig wurde im Vorschlag der Kommission fiir eine Verordnung zur Festlegung von
Vorschriften zur Pravention und Bekampfung des sexuellen Missbrauchs von Kindern*! den
erheblichen Méangeln bei der Durchfiihrung dieser Verordnung Rechnung getragen, unter anderem
durch eine starkere Standardisierung der verfligbaren Daten und der Berichterstattung, um ein
besseres Bild der einschlagigen Tatigkeiten zur Bek&mpfung dieser Straftat zu erhalten, die
Verwendung spezifischer Indikatoren zur Aufdeckung von illegalem Material Uber sexuellen
Missbrauch von Kindern und die Uberpriifung von Material durch ein unabhingiges Zentrum.
Seine Annahme durch die beiden gesetzgebenden Organe bleibt eine Prioritat. Es muss unbedingt
sichergestellt werden, dass keine rechtlichen Liicken zwischen dem geltenden und dem kiinftigen
verbesserten Rechtsrahmen entstehen und dass der derzeitige Rechtsrahmen in der Zwischenzeit
weiterhin so wirksam wie moglich angewandt wird.

41 Vorschlag fur eine Verordnung des Europaischen Parlaments und des Rates zur Festlegung von Vorschriften zur
Prévention und Bek&mpfung des sexuellen Missbrauchs von Kindern, COM(2022) 209 final.
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