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Transparente Algorithmen - Wie lasst sich
algorithmische Diskriminierung verhindern?

Entscheidungen werden zunehmend durch Algorithmen vorbereitet oder
automatisch getroffen. Dies gilt fur selbstfahrende Autos, vernetzte Haus-
haltsgerate, Entscheidungsprozesse im Gesundheitswesen oder die Me-
diennutzung. Auch Einkaufsempfehlungen durch digitale Sprach-Assis-
tenten wie Alexa, Siri, Cortana und Co. sowie die Bewertung von Men-
schen in der Arbeitswelt, bei Versicherungen oder Banken beruhen auf
algorithmischen Entscheidungssystemen und selbstlernenden Program-
men (siehe Thema Zukunft der Bewertungsplattformen). In vielen Féllen
liefern Algorithmen die Grundlage fir Entscheidungen, die von existenzi-
eller Bedeutung sind. Wer einen Kredit erhalt und zu welchen Konditionen
dieser vergeben wird (siehe Thema Fintechs), ob die Aufnahme in eine
Versicherung mdglich ist und wie hoch die zu zahlende Pramie ist, gehort
ebenso dazu wie Algorithmen, die vorschlagen, wer zu einem Vorstel-
lungsgesprach eingeladen werden, befoérdert oder entlassen werden soll
(vgl. Schaar 2017). Da das zentrale Merkmal der auf Big Data basieren-
den algorithmischen Steuerung die Klassifizierung ist, d. h. die Zuordnung
von Datenelementen zu bestimmten Gruppen, ergibt sich ein hohes Dis-
kriminierungspotential.! Die Diskriminierung von Bewerberlnnen aufgrund
von Geschlecht, ethnischer Zugehorigkeit oder Religion ist verboten, die
Auswahl nach Zugehorigkeit in sozialen Netzwerken wie Facebook oder
LinkedIn dagegen nicht (Boyd et al. 2014). So greifen Algorithmen in den
Alltag und die Autonomie der Einzelnen ein, ohne dass diese Moglichkei-
ten haben, die Entscheidungen nachzuvollziehen oder eben diesen Ent-
scheidungen zu widersprechen. Algorithmische Systeme wenden ihre Ent-
scheidungslogik konsistent auf alle Falle an, unterliegen keiner subjektiven
Verzerrung, diskriminieren damit auch konsistent, wie sich in Bezug auf
Bewerbungen bereits zeigt (Boyd et al. 2014). Hinzu kommt, dass sich
Algorithmen auf komplexe Situationen einstellen, also selbst im Wandel
sind.2

-

Aktuell zeigt sich dies an der Diskussion um den so genannten AMS-Algorithmus
in Osterreich. Das Arbeitsmarkt-Chancen-Assistenzsystem (AMAS) sollte ab
2021 auf Basis von Statistiken vergangener Jahre die zukiinftigen Chancen von
Arbeitssuchenden am Arbeitsmarkt berechnen. Die Arbeitssuchenden werden
dabei anhand der Prognose ihrer ,Integrationschance” in drei Gruppen einge-
teilt, denen unterschiedliche Ressourcen fiur Weiterbildung zugeteilt werden.
Wie eine Studie des ITA (Allhutter et al. 2020) zeigt, hat der AMS-Algorithmus
weitreichende Konsequenzen fiir Arbeitssuchende, AMS-Mitarbeiterinnen sowie
die Organisation AMS.

So kann eine kunstliche Intelligenz stereotype Werturteile entwickeln, wenn sie
ihr Wissen aus reprasentativen Texten der Menschheit generiert, die eben diese
Stereotype enthalten, siehe Caliskan, et al. (2017). Fur eine Vielzahl von Bei-
spielen, wie Meinungen und unhinterfragte Hypothesen in mathematische Mo-
delle eingebettet sind, sieche O'Neil (2016).
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Fir einige Bereiche wie das Gesundheitswesen oder die Versicherungs-
branche stellen sich konkrete Fragen nach der Notwendigkeit neuer ge-
setzlicher Regelungen und Kontrollméglichkeiten. Wenn Geschaftsmodelle
in Zukunft stark auf algorithmischen Systemen beruhen, deren Funktion
den Kern des Geschaftsmodells ausmachen, kénnen Transparenz und
Kontrolle im Widerspruch zur unternehmerischen Freiheit sowie der Ei-
gentumsfreiheit im Hinblick auf die algorithmischen Systeme stehen. Die
seit Mai 2018 geltende EU-Datenschutz-Grundverordnung kann einzelfall-
bezogene Transparenz, Nachvollziehbarkeit und Korrigierbarkeit von au-
tomatisierten Entscheidung ermdglichen, ist jedoch auf individuelle Rechte
bezogen und eignet sich daher nicht fir die Analyse und Regulierung von
gruppenbezogenen, systematischen Diskriminierungsrisiken und soziotech-
nischer Risiken (vgl. Dreyer/Schulz 2017; Goodman/Flaxman 2017). Ge-
genwartig entsteht ein Forschungsbereich unter dem Namen ,Diskriminie-
rungsbewusstes Data Mining“, der erforscht, wie Vorhersagemodelle frei
von Diskriminierung erstellt werden kénnen, v. a. wenn die historischen
Daten, auf denen sie aufgebaut sind, moglicherweise verzerrt oder unvoll-
standig sind oder sogar diskriminierende Entscheidungen aus der Vergan-
genheit enthalten (Zliobaité 2017).

Dieser Technologiebereich hat eine hohe Innovationsdynamik, sodass ein
analytischer und politischer Zugang zu algorithmischen Entscheidungs-
prozessen notwendig ist, der die zukinftigen Potentiale und disruptiven
gesellschaftlichen Veranderungen von algorithmischen Entscheidungssys-
temen als Ausgangspunkt nimmt.3 Auf grundlegender Ebene stellt sich
die Frage, welche politischen Herausforderungen die intransparenten Sys-
teme und das abzusehende Maschinenlernen aufwerfen und wie Trans-
parenz, ethische Bewertungskriterien und demokratische Kontrolle gewahr-
leistet werden kénnen.# Algorithmen kénnen auch Kompromisse zwischen
konkurrierenden Werten transparent machen, was bedeutet, dass Algo-
rithmen nicht nur eine Bedrohung darstellen, die reguliert werden muss,
sondern mit den richtigen Schutzmalinahmen einen potenziell positiven
Beitrag zu Gerechtigkeit leisten konnen (Kleinberg et al. 2019). Da sie auch
in zentralen Infrastrukturen der Zukunft steuernd wirken werden, geht es
darum, Méglichkeiten der Evaluierung, Transparenz und Kontrolle auch
Uber die gesetzliche Regulierung hinaus zu untersuchen. Die diskriminie-
renden Folgen der Klassifikation durch Algorithmen stehen dem Diskrimi-
nierungsverbot entgegen und kdénnen verfassungsgesetzlich gewahrleis-
tete Rechte in hohem Malie tangieren. Eine vorausschauende Befassung
muss insbesondere die internationale Dimension der Technologieentwick-
lung berlcksichtigen, die nur begrenzt gesetzlich zu regeln ist.

3 Mittlerweile hat die EU-Kommission einen Vorschlag zur Regulierung von Kl vor-
gelegt, siehe digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-
down-harmonised-rules-artificial-intelligence.

4 Siehe dazu auch Udrea et al. 2022.
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